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Abstract

We describe a new approach for focusing images obtained by time-frequency analysis of speech signals. Our summary consists of a set of curves which include the formants. Due to the oscillatory nature of the two dimensional data, all the classical approaches to this problem have shortcomings. Our method is semi-automatic, requiring as input only the maximum number of curves. The summary curves are designed to correspond with human perception: they are not allowed to cross, they can die with time, new curves can be born, or the same curve can die and then be reborn.

Our approach is based on two modeling assumptions a) we view each normalized image as a probability density function, and b) we approximate these densities, conditional on time, as mixtures of Gaussians. The curves then represent the means of the Gaussians as a function of time. Within this framework, we fit the model by maximum cross-entropy, and enforce the constraints by adapting the standard fitting algorithm.
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1 Introduction

For automatic speech and speaker recognition, a new representation was recently introduced, known as the Synchrosqueezed Plane Representation [11, 3]. This is a nonlinear transformation of the wavelet transform.

Wavelet transforms (WT) of speech provide a time-scale representations of the speech signal [16]. Typically low frequency events will appear at a high scale with poor temporal localization, while high frequency events will appear at a low scale but will be well localized in time. This representation is obtained by filtering the speech signal with a filter-bank of overlapping quasi-constant filters (i.e. filters obtained by successive dilations of a single filter) [10, 12]. This results in a quasi-continuous wavelet transform (QCWT), which is an intermediate between the classical discrete-time WT and the continuous WT [10, 12]. Although this approach has strong physiological motivations, the primary components, such as formants, are not well separated in the time-frequency plane and very difficult to extract.

The synchrosqueezed representation is a nonlinear transformation of this plane that mimics some aspects of the human auditory system. The synchrosqueezed plane emphasizes coherent structures of the signal (i.e. primary components). The representation is robust to acoustic distortions [9, 3], a feature attributable to the average property of the auditory nerve representation and to its phase-derivation. Examples of synchrosqueezed images are given in Figs 1–3—the frequencies tend to band in ribbons that change smoothly as a function of time. Details of the synchrosqueezing process are beyond the scope of this article. The techniques reported here focus the representation even more, by extracting a curve corresponding to each primary component. In the speech literature this type of focusing is known as saliency grouping.

The output of the synchrosqueezing process is a grid of numbers, which can be viewed as an image as in Fig. 1. The modulation model of speech assumes that speech utterances can be written as a linear combination of primary components. Each of these primary component can be expressed as an amplitude and frequency modulated sine function [7, 13, 1]. In this framework, we must extract or track the center frequency and bandwidth of the primary components of the signal as a function of time. These would be curves in time passing through the ribbons in Fig. 1. Once extracted, this information is used to build cepstral features directly usable by classical speech or speaker recognizers.

The properties of the synchrosqueezed plane with its numerous oscilla-
tions make this tracking task difficult. Most of the classical edge or
saliency extraction methods explored by the first author were unsuccessful;
we list them and their shortcomings in section 3. While it may have been
possible to tune some of these methods to perform adequately on our prob-
lem, the numerous difficulties led to the more model-based and constrained
alternative that we present here.

Here we model the primary components, or ribbons, as a mixture of
Gaussian densities. This implicitly interprets the (suitably normalized) syn-
chrosqueezed measure as a bivariate probability density. The center fre-
quency curves for each ribbon correspond to the time-conditional means of
the component densities. Our model has the following features:

- The conditional means change smoothly as a function of time; this
  smoothness is achieved by representing the means in a basis expansion
  of cubic-splines.

- Curves can die, be born, or die then be reborn in time.

- Curves are constrained not to cross.

As often is the case for mixture problems, maximum likelihood and the EM
algorithm provides a natural framework for estimating our model. The pro-
cedure works well on the examples we have tried, some of which we report in
this paper. The nature of the algorithm allows robust extraction of primary
components, at least as long as they remain perceptually well defined.

2 Examples of Synchrosqueezed Representa-
tions

In this section we present some examples which characterize typical syn-
chrosqueezed planes; see Figs. 1–5. They consist of pixels with rather strong
variations in intensity in almost all regions and in all directions. This is so
even along the course of a primary component. Because of the inherent noise
present in physical signals, additional peaks appear in the representation.
These peaks are sometimes superposed on a ribbon, located at the edge of
ribbons, bridging two ribbons, or isolated.

The synchrosqueezed plane appears as an image where the time axis is
horizontal and the frequency axis is vertical. In accordance with the modula-
tion model, the planes appear to contain groups of ribbons. Each ribbon has
Figure 1: Synchrosqueezed plane representation for /…− a−a−i−i−…/. Colored noise is present with $SNR = 15\ dB$. Colored noise result from filtering white noise signals.

Figure 2: Synchrosqueezed plane representation for /h−δ−w−a−r−j−u?/. Colored noise is present with $SNR = 15\ dB$. 
Figure 3: *Synchrosqueezed plane representation* for /ow – g – λ – s – t/. Colored noise is present with $SNR = 15\ dB$.

Figure 4: *Synchrosqueezed plane representation* for /···–a – a – i – i – ···/. Colored noise is present with $SNR = 15\ dB$. Additional white noise is added with $SNR = 11\ dB$. 
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Figure 5: Ribbons associated with speech signals in the synchrosqueezed plane.

a center frequency and a bandwidth as illustrated in Fig. 5. These ribbons can easily be characterized by visual inspection of the images. Some of the ribbons have indeed the classical behavior of formants and the planes can be read by specialists just like spectrograms [5]. In accordance with the modulation model, and after studying many examples, the following constraints seem natural:

- Ribbons are not allowed to cross each other.
- Ribbons can die.
- Ribbons are allowed to merge, in which case one of them dies.
- New ribbons can be born.
- Alive ribbons have a smooth behavior and satisfy certain continuity conditions (to be defined later.)
- Dead ribbons can reappear later and behave as if they had smooth evolutions through their dead zone.
- The number of ribbons is limited but not constant.
- Ribbons propagate along the time axis: they are functions of time.
- Some ribbons are more dominant than others.

The model we propose in section 4 can be made to accommodate these constraints in a reasonably natural way.
3 Existing techniques

The numerous oscillations in the synchrosqueezed plane representation make it extremely difficult to correctly, efficiently and rapidly track the primary components. Details of the limitations of the classical image processing methods of extraction of saliencies can be found in [9], and are outlined here. The conclusion is that they all fail in many situations and therefore require supervision.

- The synchrosqueezed plane representation does not have the characteristics of a typical image. Oscillations and noise are encountered everywhere, often partially obscuring the relevant objects that constitute the ribbons. As a result, standard feature extraction and edge detection techniques for images are inefficient and inaccurate. The definition of features and edges as introduced by D. Marr [14] do not apply as almost every pixel is a singularity. Alternative definitions do not lead to any better results.

- Local non-linear variational methods for edge detection, and often closure, by minimization of pseudo-energy functionals [2] or by maximization of the energy content [17, 23], end up isolating the different pixels and therefore providing a useless granular image.

- Object oriented techniques exist for segmentation. These include morphological approaches as well as bottom-up and top-down approaches [22]. In our experiments these did not work on the synchrosqueezing measure. Texture-based method are not useful either, as there is no textural dissimilarities between the inside and outside of the ribbons that define each primary component.

- Simple low-pass filtering in the time direction also fails, with or without high-pass filtering in the frequency direction. It appears that, in order to be efficient, the low-pass filters must possess a very low cutoff frequency. This in turn blurs the behavior of the ribbons, loosing most of the gain obtained by the introduction of the synchrosqueezed measure.

- Restoration by noise cancellation techniques were applied to the synchrosqueezed plane, using the most efficient techniques available [18]. these also failed to produce any useful summaries.
• *Iterated pairing*. This method uses dynamic programming to implement saliency extraction by iterated pairing [20, 19, 21, 6]. Structures are built up locally by iteratively pairing together substructures. For the synchrosqueezed plane images, this method turned out to be very unreliable. Apart from being slow to implement, it does not have the temporal smoothness bias built in, and tends to find random structures pointing in any direction.

4 Dynamic Mixtures of Splines

None of the methods discussed capture the essence of what is visually evident in these images. Despite the noise, we see dark ribbons or bands evolving smoothly in time.

Here we model each ribbon, conditional in time, as a gaussian distribution. The conditional mean is represented by a cubic spline, and visually provides a curve running down the center of each ribbon (see Fig. 5.) The entire set of ribbons are represented as a mixture of gaussians, which naturally accommodates the regions of overlap.

While smoothness could be imposed in a number of ways, cubic splines are simple to implement, and have naturally-described smoothness properties in terms of integrated second-squared derivatives.

As is often the case with mixture models, we rely on a version of the iterative EM-algorithm [4] to fit our mixture model by maximum likelihood estimation. While EM algorithms are notoriously slow, a combination of good starting values and the spatial smoothness ensure rapid convergence. In addition, our algorithm evolves in time, and allows us to enforce the additional constraints on our model in a natural, albeit ad-hoc way.

Our statistical model seems to be more robust to noise in the images than the other approaches; indeed, noise is explicitly present in the statistical model, and is averaged out in the estimation process. Although tailored to suit our application here, the method has potential applications for edge and feature extraction, and contour closing in classical image processing.

4.1 Description of the mixture model

We interpret the synchrosqueezed measure $\mu(t, \omega)$ as a bivariate probability density function in the synchrosqueezed plane $\mathcal{V}$. Our actual observations
are discrete, and treated as frequency counts at each of the lattice points \( \mathcal{V}_{(t,\omega)} \). This measure is approximated by a statistical model

\[
P(\omega, t) = P(\omega|t, \nu)P(t),
\]

(1)

where the conditional distribution \( P(\omega|t) \) is modeled as a mixture of Gaussians:

\[
P(\omega|t, \nu) = \sum_{k=1}^{N(t)} \pi_k(t)P(\omega|t, k, \nu)
\]

(2)

The notation is as follows:

- \( P(\omega|t, k, \nu) = \frac{1}{\sigma_k(t)\sqrt{2\pi}} e^{-\frac{(\omega-c_k(t))^2}{2\sigma_k^2(t)}} \)

(3)

is a gaussian density for \( \omega \), given \( t \) and that it belongs to the \( k \)th ribbon.

- \( \nu = \{N(t), \pi_k(t), c_k(t), \sigma_k(t)\} \) is a placeholder for all the parameters in the model.

- Initially, the model assumes that \( N(0) \leq N_{pc} \) primary components are present in the synchrosqueezed plane. The number \( N(t) \) can change with time.

- \( c_k(t) \) is a function that describes the center frequency of the \( k \)th ribbon at time \( t \).

- \( \sigma_k^2(t) \) is the variance associated with the \( k \)th ribbon at time \( t \). It can be interpreted as the bandwidth of the associated primary component.

- \( \pi_k(t) \) is the mixture proportion associated with the \( k \)th ribbon, which can also change with time.

The marginal distribution of time \( t \) is left intact:

\[
P(t) = \int_{\omega \in \nu} \mu(t, d\omega)
\]

(4)

We represent the center frequencies \( c_k(t) \) by an expansion in a basis of cubic splines with pre-chosen knots:

\[
c_k(t) = c_k(t, \theta_k)
\]

(5)
where $\theta_k$ stands for all the parameters that define the $k$th cubic spline. In compliance with the definition of a formant, these $c_k$ will be constrained not to cross each other.

The parameters $\pi_k(t), \theta_k$ and $\sigma_k^2(t)$ are fit by maximizing the cross entropy

$$\int_{(\omega, t) \in \nu} \log [P(\omega|t, \nu)] P(t) \mu(\omega, dt)$$

(6)

We can view the (normalized) synchrosqueezed measure $\mu(\omega, t)$ as a set of empirical frequency weights defined over the discretized domain $\nu_{(t, \omega)}$. Then the cross-entropy integral (6) becomes a sum

$$\sum_{(\omega, t) \in \nu_{(t, \omega)}} \mu(\omega, t) \log [P(\omega|t, \nu)]$$

(7)

and the cross entropy looks more like a traditional (weighted) log-likelihood.

4.2 Maximizing the likelihood

Since the log-likelihood factors into two pieces, we see that the maximizing value for $P(t)$ is simply the marginal observed measure as given in (4).

This leaves the conditional part, which we maximize over the parameters $\nu$. We use the Estimation-Maximization algorithm[4], which simplifies the optimization process, and allows us to easily incorporate the extra bells and whistles required to enforce the constraints we have outlined. The generic EM algorithm consists of iterating the two steps:

**E-step:** Compute the responsibility of the $k$th ribbon for the pixel at $(t, \omega)$:

$$P(C_k|\omega, t) = \frac{\pi_k(t)P(\omega|t, k, \nu)}{\sum_{\ell=1}^{N(t)} \pi_\ell(t)P(\omega|t, \ell, \nu)}$$

(8)

These apportion the contribution $\mu(t, \omega)$ to each of the ribbons, using the current estimates of the components of the mixture densities. The essential information is how close $\omega$ is to each of the $c_k(t)$, measured in the appropriate units.

**M-step:** The parameters for each ribbon are computed by maximizing the appropriate weighted likelihood. The spline parameters for the $k$th ribbon are estimated by weighted least squares:

$$\hat{\theta}_k = \arg\min_{\theta_k} \int_{(t, \omega) \in \nu} \frac{(\omega - c_k(t, \theta_k))^2}{\sigma_k^2(t)} P(C_k|\omega, t)\mu(dt, d\omega)$$

(9)
The variance function is computed by weighted least squares at each point in time:

\[ \tilde{\sigma}_k^2(t) = \frac{1}{\int_{\omega \in V(t)} \mu(t, d\omega)} \int_{\omega \in V(t)} (\omega - c_k(t, \hat{\theta}_k))^2 P(C_k|\omega, t) \mu(t, d\omega) \]  \hspace{1cm} (10)

The mixture proportions are estimated from the total weight allocated to each ribbon at each point in time:

\[ \hat{\pi}_k(t) \sim \int_{\omega \in V(t)} P(C_k|\omega, t) \mu(t, d\omega), \]  \hspace{1cm} (11)

and normalized to sum to one.

While this sets the general framework, there are many additional details required to make the procedure work effectively. Even standard mixture models pose challenges, such as sensitivity to starting values. We now present the special implementation details that were required to fit these models in the context of our speech data.

4.3 Implementation Details

Our approach is to fit the model sequentially in time. The advantage of this is that we can build in the various restrictions particular to this problem in a more natural fashion. These include the birth and death of ribbons, as well as the crossing restrictions.

We segment the time axis into $N + 1$ overlapping bands $V_{n(t,\omega)}$ with $\bigcup_{n=0}^{N} V_{n(t,\omega)} = V_{(t,\omega)}$, illustrated in Fig. 6. We grow the ribbons from left to right, advancing one band at a time. In the first round the fitted model in the previous band provides initial conditions for the estimates in the current band. The left to right pass is repeated several times, until the curves stabilize.

4.3.1 Initialization in the left-most band

The method requires initial values for the $c_k(t)$ and $\sigma_k^2(t)$ and the number of components $N(0)$. We start in the left-most band $V_{0(b,\omega)}$, and initialize and run a K-means clustering algorithm on the marginal distribution of $\omega$, confined to that band.
Figure 6: Segmentation of the synchrosqueezed plane. The plane is segmented along the t axis, by creating N overlapping bands as shown.
The K-means algorithm itself requires initialization, which in our case is based on the marginal histogram \( \mu(t, \omega) \) in this band. The number \( N(0) \leq N_{pc} \) and location of the dominant peaks of this histogram determine the initial guesses for \( c_k(t) = c_k \) in this first band.

When modeling speech, in order to guarantee the detection of the pitch, its first harmonics and the first formant, one usually selects the first maxima of the histogram, even if they are less dominant, before sorting the peaks and selecting the remaining dominant peaks.

These are then used to seed the Lloyd’s K-mean algorithm [8, 15], which is similar in spirit to the EM algorithm, but much simpler. K-means alternates between the two simple steps:

**Partition:** Assign each pixel to the closest (in \( \omega \)) center \( c_k \).

**Update:** Replace the center \( c_k \) by the weighted mean of all the pixel locations assigned to it, using the measure \( \mu(t, \omega) \) to assign the weights.

This is repeated until the change in the centers is negligible. At this point the fitted curves for \( c_k(t) \) are taken to be constant in the first band. The next section shows how we convert these to piecewise linear curves, and finally piecewise cubic.

### 4.3.2 Progressing from band \( n - 1 \) to band \( n \)

We now describe how the algorithm updates its estimates in the \( n \)th band, having computed the curve \( c_k(t) \) through the rightmost edge of the \( n - 1 \)th band.

In the initial pass from left to right, we use piecewise-linear splines to represent the \( c_k(t) \). The knots \( t_i \) are placed uniformly along the time axis; a typical number is \( I = 8 \) knots per band. The splines are linear between the knots and join continuously at the knots. Associated with these knots are piecewise-linear basis functions \( \xi_j(t) \) that represent the family of linear splines. The center for the \( k \)th ribbon thus has a representation

\[
c_k(t, \theta_k) = \sum_{j=1}^{J} \theta_{jk} \xi_j(t)
\]

where \( J \) is the total number of such basis functions. If the boundary knots are included, this is equal to the number of knots for linear splines; in our case \( J = I(N + 1)/2 \).
Among the many choices possible for the basis functions, we chose a particular simple form that suits our sequential scheme. We pick $\xi_i(t)$ such that

$$\begin{align*}
\xi_i(t_i) &= 1 \\
\xi_i(t_j) &= 0, \ j \neq i
\end{align*} \quad (13)$$

Figure 7 shows some examples. This means that the coefficients are the fitted values at the knots — $c_k(t_i) = \theta_{ik}$ — and hence

$$c_k(t, \theta_k) = \sum_{i=1}^{J} c_k(t_i) \xi_i(t) \quad (14)$$

Figure 7: Both panels shows $\xi_n(t)$ for a series of knots. The top are piecewise linear, the bottom are piecewise cubic. Notice how each function is exactly 1 at one knot, and zero at all other knots.
This means that by changing the $I$ fitted values corresponding to the knots in any given band, the continuity conditions with neighboring bands are automatically satisfied. This has even stronger consequences for cubic splines.

Upon entering the $n$th band, the $I/2$ leftmost values of $c_k(t_n)$ are set from band $n-1$. We initialize the rightmost $I/2$ values by extrapolating the linear spline in the left hand side of the band. This is the reason we initially use piecewise-linear rather than cubic splines, since they extrapolate in a more stable fashion.

In doing this, the following precautions are taken:

- if any two curves $c_k(t)$ cross during this extrapolation, we interchange their coefficients from the point of crossing onwards. Such crossings of primary components are not consistent with the speech model [1, 9].

- We repeat the histogram procedure in each band, to check for the birth of new ribbons not accounted for by the current model. If a new peak is located, a new ribbon is created and added to the model, and $N(t)$ is incremented.

With these initial values the parameters are updated according to (9), which amounts to weighted least squares within the band.

In principal we could iterate the E- and M-step within each band. We have found one iteration of each per visit to be more efficient, given that we make several passes from left to right through the bands.

At the first pass, the probabilities $P(C_k|\omega,t)$ are computed using the initial values for $c_k(t)$ in the the $n$th band just described. After $c_k(t)$ is updated, so are the $P(C_k|\omega,t)$, and are available for the next pass through that band.

The procedure is slightly simpler for subsequent passes through the bands, although after the first we replace the linear splines with cubic splines. These are cubic polynomials between the knots, and join up with continuous derivatives of degree 0, 1 and 2. We use the same notation for the basis functions $\xi_{ik}(t)$, and they can be chosen to have the same properties (13) as the linear bases (see Fig. 7). Cubic splines require in addition some derivative boundary conditions in the outermost bands, but this is a detail and easily accommodated.

Again, the probabilities $P(C_k|\omega,t)$ used are the latest available: the left $I/2$ just computed for band $n-1$, and the right $I/2$ from the previous pass through the $n$th band.
4.3.3 Further details

After determination of the center frequencies, the variances \( \sigma_k^2(t) \) and mixture proportions \( \tau_k(t) \) are computed using equations (10) and (11). These are available, just like the probabilities, for the next pass through the present band, as well as all following bands. We do not explicitly build smoothness into the variance and mixture functions, and as stated they will be piecewise constant. In fact after a complete pass from left to right, the variances and mixture proportions are filtered in the time direction to create smooth functions of time as well.

Once the center frequencies \( c_k(t) \) and variances \( \sigma_k^2(t) \) are computed, the total synchrosqueezed measure of each extracted ribbon is computed in the current band:

\[
\tilde{E}_k(n) = \frac{\int_{(t, \omega) \in \mathcal{V}_n} P(C_k|\omega, t) \mu(t, d\omega)}{\int_{(t, \omega) \in \mathcal{V}_n} dt d\omega}, \tag{15}
\]

\( \tilde{E}_k(n) \) is compared with the values of its closest neighbors \( \tilde{E}_{k \pm 1}(n) \), with the measure of the surrounding background region (not belonging to any extracted ribbon), and to the previous value along the ribbon \( \tilde{E}_k(n - 1) \). Based on these four values, a decision is taken (using a decision tree built by trial and error) to keep the ribbon or to kill it.

Special attention has to be paid not to inopportune kill primary components. The behavior of the other ribbons is taken into account, and if it seems that the region is unvoiced, no component is killed, unless it does not rapidly reach another region where they are "well-defined". Actually, in unvoiced sounds, the resonances of the vocal tract still introduce peaks in the transfer function, which are still followed by the tracking algorithm, despite the fact they are smeared. Hence as a general strategy, unless the behavior becomes erratic, when the decision is taken to kill an extracted ribbon, it is rather put under watch and the decision is finally taken depending on its behavior in the next band. Of course, during the next pass through this band, the decision may be reversed based on the knowledge of the future of the ribbon (behavior in bands \( n+1, n+2 \) etc).

Figures 8 and 9 present examples of extracted ribbons. In Fig. 9, some non-formant components appear as explained in section 3. They can easily be eliminated with energy thresholds. By reducing these same thresholds, and by increasing the maximum number \( N_{pc} \) of primary components to be extracted, more and more negligible primary components are obtained. This
Figure 8: Extracted primary components for /...a-a-ı-ı-ı.../. Colored noise is present with \( SNR = 15 \) \( dB \).

allows a continuous transition between a formant-based modulation model which represents speech only by its formants and a sine-wave representation which introduces a large amount of sinusoidals for the same purpose [9].

Figure 10 illustrates the successful performance of the algorithm when the synchrosqueezed plane is corrupted by additive noise, which as observed in Fig. 4 does not modify the behavior of the ribbons.

In practice, with the strategy used to determine the first guesses, only two passes through the whole \( \mathcal{V}_{(t,\omega)} \) are usually required. This method can be used for any time-frequency or time-scale representations.

5 Conclusions

We have described a novel approach to curve fitting, which adapts the standard EM algorithm to a particularly tough speech modeling context. Although the background theory is relatively standard, we have shown how it can be adapted to solve the intricacies of the extraction of primary components. After struggling with many of the contemporary techniques with little success, this is the only method that gives satisfactory results. This is a case where standard models are unlikely to be successful in their raw form. The success of our approach was largely due to the engineering of the EM
algorithm, to allow for the constraints and restrictions natural for the modulation model. It is unlikely that we will be able to prove any hard theory for this approach. In practice the algorithm will get refined and tailored as new and different idiosyncrasies occur.

We feel that the method may find some use (in some modified form) for other time-frequency or time-scale representations, especially in cases where classical methods fail.

The method may be worth pursuing in image processing contexts, for example for feature extraction, grouping and connection. We suggest the following generic algorithm:

- High-pass filter the signal with a radial filter.
- Apply the method in the $x$ direction.
- Apply the method in the $y$ direction.
- If after superposition of the two results bifurcations occur, decide to select the $x$ or the $y$ evolution.
- Iterate the algorithm.

The final output presents connected edges and closed contours wherever there are perceptually closed. To date we have only made a preliminary investigation of this method.
Figure 10: Extracted primary components for /\ldots a-a-i-i-\ldots/.
A pink noise is present with $SNR = 15\ dB$. White noise is added with $SNR = 10\ dB$.
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