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SECTION 1
INTRODUCTION

This paper is concerned with two problems: estimation of the mean vector of a multivariate normal random variable, and estimating the regression function in the case of one predictand and at least three predictors. The first of these problems takes up section 2 and the latter, section 3.

In 1956 Stein [4] proved that the sample mean, long the customary estimator, was inadmissible as an estimator of the mean of a multivariate normal random variable, when the number of variables was at least 3. James and Stein [2] later gave an explicit estimator for the mean with everywhere lower risk than that of the usual estimator, but their estimator is still inadmissible. In section 2 of this paper a family of minimax estimators is given, at least one of which is admissible. The relationship of these estimators to those given by James and Stein [2] is also studied, and it is tentatively concluded that the newly computed estimators would not be of great practical value. Section 2 also includes a study of the component-wise risk of the estimators proposed in [2], and a theorem which yields a simple improvement over those estimators.

Section 3 gives estimators which have strictly lower risks than the corresponding maximum likelihood estimators for the following three problems:

(i) estimation of the regression function,

(ii) estimation of the regression coefficients, and
(iii) estimation of the mean of the predictand when the means of the predictor variables are known.

In each of these problems it is assumed that there are at least three predictor variables. A summary of previously known results for these three problems is given at the beginning of section 3.1. Section 3 concludes with some elementary modifications of the estimators computed earlier in that section. It is believed that these modified estimators will frequently be of practical use.
SECTION 2

ESTIMATING THE MEAN OF A MULTIVARIATE NORMAL RANDOM VARIABLE

2.1 A family of estimators.

Let $X$ be a $p \times 1$ random vector distributed as a multivariate normal with mean vector $\theta$ and known covariance matrix $I_p$, the $p \times p$ identity matrix, viz., $E(x-\theta)(x-\theta)' = I_p$. Traditionally, the mean vector has been estimated by

\begin{equation}
\hat{\theta} = \bar{x},
\end{equation}

the maximum likelihood estimator. With the sum of squared errors loss function

\begin{equation}
L(\hat{\theta}; \theta) = \sum_{i=1}^{p} (\hat{\theta}_i, \theta) = \|\hat{\theta} - \theta\|^2,
\end{equation}

where throughout this paper we shall understand $\theta_i$ to be the $i^{th}$ coordinate of the column vector $\theta$ and $\|\theta\|^2$ to be $\Sigma \theta_i^2$, the estimator $\hat{\theta} = \bar{x}$ is of constant risk (expected loss) $p$ and is minimax, that is,

$$\sup_{\theta} \rho(\hat{\theta}, \theta) = \sup_{\theta} \mathbb{E}L(\hat{\theta}, \theta) \leq \sup_{\theta} \mathbb{E}L(\varphi(x), \theta) = \sup_{\theta} \rho(\varphi(x), \theta)$$

for any function $\varphi(x)[2]$.

When $p \leq 2$ (2.1.1) also has the admissibility property, e.g., there does not exist an estimator $\varphi(x)$ with the property

\begin{equation}
\rho(\varphi(x), \theta) < \rho(\hat{\theta}, \theta) \quad \text{with} \quad \rho(\varphi(x), \theta_0) < \rho(\hat{\theta}, \theta_0)
\end{equation}

for some $\theta_0[2]$. Stein [4] showed that, for $p \geq 3$, (2.1.1) is
inadmissible, and James and Stein [2] gave the estimator

\[(2.1.4) \quad \varphi(x) = \left(1 - \frac{p-2}{\|x\|^2}\right)x, \quad \|x\|^2 = \sum_{i=1}^{p} x_i^2,\]

which has the property (2.1.3) and, thus, has everywhere lower risk than \( \hat{\theta} \).

In this subsection we shall derive a family of formal Bayes estimators of \( \theta \), that is, instead of limiting ourselves to prior measures which are probability measures we shall treat certain prior measures on the space \( \{\theta: \, -\infty < \theta_i < \infty, \, i=1,2,\ldots,p\} \) as if they were probability measures and formally compute Bayes estimators with respect to such prior measures.

One such formal measure would be that which distributes \( \theta \) uniformly over \( p \)-dimensional space. This is equivalent to distributing \( \|\theta\|^p \) uniformly over the positive real line, and then selecting a point on the \( p \)-dimensional sphere according to a uniform distribution. This leads (as may be seen as a special case of the computation which follows later in this subsection) to the usual estimator of \( \theta \) (2.1.1). In this case the prior density has differential element \( \prod_{i=1}^{p} d\theta_i \). Analogously, if one were to distribute \( \|\theta\|^{2+\varepsilon} \) uniformly (instead of \( \|\theta\|^p \)) the differential element would be

\[(2.1.5) \quad \|\theta\|^{2+\varepsilon} \prod_{i=1}^{p} d\theta_i.\]

Treating \( \|\theta\|^{2-\varepsilon} \) as a prior probability measure and writing \( f(x) \) for the factor with coordinates \( \frac{df(x)}{dx_i} \), the formal Bayes estimator of \( \theta \) with respect to \( \|\theta\|^{2-\varepsilon} \) is
\[
\varphi_\varepsilon(x) = \frac{f_{\theta^*} - \frac{1}{2} \|x - \theta\|^2}{\int e^{-\frac{1}{2} \|x - \theta\|^2} \|\theta\|^{2-p+\varepsilon} \mathbb{I} \, d\theta} \\
= \nabla \log \left\{ \frac{1}{2} \|x\|^2 \mathbb{E} \chi^2_p(\|x\|^2) \right\}
\]

where $\chi^2_p(\frac{1}{2} \|x\|^2)$ is a chi-square random variable with non-centrality parameter $\frac{1}{2} \|x\|^2$ and $p$ degrees of freedom. Thus

\[
\varphi_\varepsilon(x) = \nabla \log \sum_0^\infty \frac{\left(\frac{1}{2} \|x\|^2\right)^k}{k!} \mathbb{E} \chi^2_p(2k) \int_0^\infty \frac{e^{-\frac{u^2}{2}} - \frac{u}{2}}{\Gamma\left(\frac{p+2k}{2}\right)} (\frac{u}{2})^k \, du \\
= \nabla \log \sum_0^\infty \frac{\left(\frac{1}{2} \|x\|^2\right)^k \Gamma(k+1+\frac{\varepsilon}{2})}{\Gamma\left(\frac{p+2k}{2}\right) k!} \\
= \sum_0^\infty \frac{\Gamma\left(k+1+\frac{\varepsilon}{2}\right)}{\Gamma\left(\frac{p+2k+2}{2}\right) (k+1) \cdot (\frac{1}{2} \|x\|^2)} \cdot x
\]
\begin{align*}
\Omega_{k+1} = \frac{\Gamma(k+2+ \frac{\varepsilon}{2})}{k! \Gamma(\frac{p+2k+2}{2})} \left(\frac{1}{2} \|x\|^2\right)^k \\
\Omega_{k+2} = \frac{\Gamma(k+1+ \frac{\varepsilon}{2})}{k! \Gamma(\frac{p+2k}{2})} \left(\frac{1}{2} \|x\|^2\right)^k
\end{align*}

Setting \( \varepsilon = p-2 \) we, of course, get \( \varphi_{p-2}(x) = x = \hat{\theta} \).

Of particular interest is \( \varphi_o(x) \) which is, for \( p \geq 3 \), an admissible \( 1/ \) estimator of \( \theta \). In the next subsection we shall show that \( \varphi_o(x) \), as well as \( \varphi_\varepsilon(x) \) for other values of \( \varepsilon \), is minimax.

2.2 \textbf{Proof of the minimax property for} \( \varphi_\varepsilon(X) \) \textit{when} \( 0 \leq \varepsilon \leq p-2 \).

In this subsection we shall first prove a lemma which gives a sufficient condition for an estimator of \( \theta \), the mean of a multivariate normal random variable with known covariance matrix \( I_p \), to be minimax. We will then use this lemma to show that the estimators \( \varphi_\varepsilon(X) \), \( 0 \leq \varepsilon \leq p-2 \), are each minimax.

The following lemma generalizes the result that, if \( \varphi_1 \) and \( \varphi_2 \) are minimax estimators, then \( r \varphi_1 + (1-r)\varphi_2 \), where \( r \) is a constant between 0 and 1, is also a minimax estimator. This result is a direct consequence of the convexity of the loss function (2.1.2).

---

1/ C. Stein in private communication.
Lemma. If an estimator may be written in the form

\begin{equation}
(2.2.1) \quad \varphi(x) = h\left(\frac{1}{2} \|x\|^2\right)x = r\left(\frac{1}{2} \|x\|^2\right)(1- \frac{p-2}{\|x\|^2})x + (1 \cdot r\left(\frac{1}{2} \|x\|^2\right))x
\end{equation}

\begin{equation}
= (1 - r\left(\frac{1}{2} \|x\|^2\right)) \frac{p-2}{\|x\|^2}x
\end{equation}

then \( \varphi(x) \) is minimax if

\begin{equation}
(2.2.2) \quad r\left(\frac{1}{2} \|x\|^2\right)
\end{equation}

is a non-decreasing function of \( \|x\| \) and

\begin{equation}
(2.2.3) \quad 0 \leq r\left(\frac{1}{2} \|x\|^2\right) \leq 1.
\end{equation}

Proof. We note in passing that the Lemma is trivial if \( r(\|x\|) = r_0 \), a constant between 0 and 1, since \( X \) and \( (1- \frac{p-2}{\|x\|^2})x \) are both minimax [2]. In what follows we assume \( r(\|x\|) \) is measurable.

To show that \( \varphi(x) \) is minimax we must show the following is not positive for any \( \theta \): Let \( u = \frac{1}{2} \|x\|^2 \),

\begin{equation}
(2.2.4) \quad \mathbb{E}[h\left(\frac{1}{2} \|x\|^2\right)x-\theta]^2 - \mathbb{E}[X-\theta]^2
\end{equation}

\begin{equation}
= 2\mathbb{E}u^2 - 2\theta' \mathbb{E} h(u)X + \|\theta\|^2 - p .
\end{equation}

Now

\begin{equation}
(2.2.5) \quad 2\mathbb{E}u^2 = \frac{1}{2} \|\theta\|^2 \sum_{k=0}^{\infty} \frac{\left(\frac{1}{2} \|\theta\|^2\right)^k}{k!} \mathbb{E} \chi^2_p \mathbb{E} \chi^2_p \chi^2_{p+2k}
\end{equation}

To compute \(-2\theta' \mathbb{E}h(u)X\) we make an orthogonal transformation such that \( \theta' = (\|\theta\|,0,0,\ldots,0)' \). Then
\[
E h(u)X = \frac{1}{(2\pi)^{n/2}} \int \cdots \int h\left(\frac{1}{2} \Sigma y_1^2\right) y_1 e^{-\frac{1}{2} \left(\Sigma y_1^2 - 2\|\theta\|y_1 + \|\theta\|^2\right)} \prod dy_1
\]
\[
= \frac{e^{-\frac{1}{2} \|\theta\|^2}}{(2\pi)^{n/2}} \frac{d}{d\|\theta\|} \left[ \int \cdots \int h\left(\frac{1}{2} \Sigma y_1^2\right) e^{-\frac{1}{2} \left(\Sigma y_1^2 - 2\|\theta\|y_1 + \|\theta\|^2\right)} \prod dy_1 \right]
\]
\[
= \frac{e^{-\frac{1}{2} \|\theta\|^2}}{(2\pi)^{n/2}} \frac{d}{d\|\theta\|} \left[ e^{\frac{1}{2} \|\theta\|^2} \int \cdots \int h\left(\frac{1}{2} \Sigma y_1^2\right) e^{-\frac{1}{2} \left(\Sigma y_1^2 - 2\|\theta\|y_1 + \|\theta\|^2\right)} \prod dy_1 \right]
\]
\[
= e^{-\frac{1}{2} \|\theta\|^2} \frac{d}{d\|\theta\|} e^{\frac{1}{2} \|\theta\|^2} E h\left(\frac{1}{2} \chi_{p+2k}^2\right).
\]

Expanding \(E h\left(\frac{1}{2} \chi_{p+2k}^2\right)\) in a Poisson series we have
\[
E h(u)X = e^{-\frac{1}{2} \|\theta\|^2} \frac{d}{d\|\theta\|} e^{\frac{1}{2} \|\theta\|^2} \sum_{k=0}^{\infty} \frac{\|\theta\|^2}{2^k k!} E h\left(\frac{1}{2} \chi_{p+2k}^2\right)
\]
\[
= e^{-\frac{1}{2} \|\theta\|^2} \sum_{k=0}^{\infty} \theta^k \left(\frac{\|\theta\|^2}{2}\right)^k E h\left(\frac{1}{2} \chi_{p+2k}^2\right) / k!
\]
\[
= \frac{2}{\|\theta\|} \sum_{k=0}^{\infty} e^{-\|\theta\|^2} \left(\frac{\|\theta\|^2}{2}\right)^k E h\left(\frac{1}{2} \chi_{p+k}^2\right) / k!
\]

Combining this value of \(E h(u)X\) with (2.2.5) the difference between the risks of \(\varphi(X)\) and \(X\) (2.2.4) becomes
\[ (2.2.6) \quad e^{-\frac{1}{2} \| \theta \|^2} \sum \frac{(\frac{1}{2} \| \theta \|^2)^k}{k!} \left[ E \chi^2_{p+2k} h^2(\frac{1}{2} \chi^2_{p+2k}) - 4kEh(\frac{1}{2} \chi^2_{p+2k}) \right] \]

\[ + \| \theta \|^2 - p \]

\[ = e^{-\frac{1}{2} \| \theta \|^2} \sum \frac{(\frac{1}{2} \| \theta \|^2)^k}{k!} \left[ E \chi^2_{p+2k} h^2(\frac{1}{2} \chi^2_{p+2k}) - 4kEh(\frac{1}{2} \chi^2_{p+2k}) - p + 2k \right] \]

since \[ e^{-\frac{1}{2} \| \theta \|^2} \sum \frac{(\frac{1}{2} \| \theta \|^2)^k}{k!} \cdot 2k = \| \theta \|^2. \] Our lemma will thus be proved if we can show that

\[ (2.2.7) \quad E\left[ \chi^2_{p+2k} h^2(\frac{1}{2} \chi^2_{p+2k}) - 4kEh(\frac{1}{2} \chi^2_{p+2k}) - k + 2k \right] \leq 0 \]

for each \( k = 0, 1, 2, \ldots \). By the definition of \( h(u) \), (2.2.7) equals

\[ E\left[ \chi^2_{p+2k} h^2(\frac{1}{2} \chi^2_{p+2k}) - p - 2k + 4kr(\frac{1}{2} \chi^2_{p+2k}) \frac{p-2}{\chi^2_{p+2k}} \right] \]

\[ = E\left[ \chi^2_{p+2k} \left( 1 - r(\frac{1}{2} \chi^2_{p+2k}) \right) \frac{p-2}{\chi^2_{p+2k}} - p - 2k + 4kr(\frac{1}{2} \chi^2_{p+2k}) \frac{p-2}{\chi^2_{p+2k}} \right] \]

\[ = E\left[ -2r(\frac{1}{2} \chi^2_{p+2k})(p-2) + \frac{r^2(1/2 \chi^2_{p+2k})}{\chi^2_{p+2k}} + 4kr(1/2 \chi^2_{p+2k}) \frac{p-2}{\chi^2_{p+2k}} \right] \]

because \( E \chi^2_{p+2k} = p+2k \). Since \( r(\frac{1}{2} \chi^2_{p+2k}) = (1-h(\frac{1}{2} \chi^2_{p+2k})) \frac{\chi^2_{p+2k}}{p-2} \) it follows that (2.2.7) equals
\[ E \left[ -2r \left( \frac{1}{2} \chi^2_{p+2k} \right)(p-2) + r \left( \frac{1}{2} \chi^2_{p+2k} \right)(p-2)(1-h(\frac{1}{2} \chi^2_{p+2k})) + 4kr \left( \frac{1}{2} \chi^2_{p+2k} \right) \frac{p-2}{\chi^2_{p+2k}} \right] \]

\[ = E \left[ \left( \frac{4k}{\chi^2_{p+2k}} - 1 - h(\frac{1}{2} \chi^2_{p+2k}) \right)(p-2) \frac{1}{\chi^2_{p+2k}} \right] \]

\[ \leq E \left[ \frac{4k+p-2}{\chi^2_{p+2k}} - 2 \right](p-2) \frac{1}{\chi^2_{p+2k}} \]

since (2.2.3) implies \( h(\frac{1}{2} \chi^2_{p+2k}) \geq 1 - \frac{p-2}{\chi^2_{p+2k}} \). By (2.2.2), \( r(\frac{1}{2} \chi^2_{p+2k}) \) and \( \frac{4k+p-2}{\chi^2_{p+2k}} \) (a decreasing function of \( \chi^2_{p+2k} \)) are not positively correlated. Moreover, \( E \left[ \frac{4k+p-2}{\chi^2_{p+2k}} - 2 \right] = \frac{p-2}{2k+p-2} < 0 \). Therefore, (2.2.7) is not positive for any value of \( k \). Q.E.D.

We are now prepared to prove the theorem:

**Theorem.** \( \varphi_\varepsilon(X) \) (2.1.6) is a minimax estimator of the mean of a multivariate normal with known covariance matrix \( I_p \) if \( 0 \leq \varepsilon \leq p-2 \).

**Proof.** By the lemma it suffices to show that \( r(\frac{1}{2} \|X\|^2) = \|X\|^2 \)

\( (1-h(\frac{1}{2} \|X\|^2)) / (p-2) \) is non-decreasing as a function of \( \|X\|^2 \) and that \( v(\|X\|^2) = \|X\|^2(1-h(\frac{1}{2} \|X\|^2)) \leq p-2 \). Using (2.1.6) we will first prove \( v(\|X\|) \leq p-2 \).
\[ v(|x|) = |x|^2 \left( 1 - \sum_{j=0}^{\infty} \frac{\Gamma(j+1+\frac{\epsilon}{2}) \left( \frac{1}{2} |x|^2 \right)^j}{j! \Gamma \left( \frac{2j+p+2}{2} \right)} / \sum_{j=0}^{\infty} \frac{\Gamma(j+1+\frac{\epsilon}{2}) \left( \frac{1}{2} |x|^2 \right)^j}{j! \Gamma \left( \frac{2j+p}{2} \right)} \right) \]

\[ = |x|^2 \sum_{j=0}^{\infty} \frac{\Gamma(j+1+\frac{\epsilon}{2}) \left( \frac{1}{2} |x|^2 \right)^j}{j! \Gamma \left( \frac{2j+p}{2} \right)} \cdot \frac{\Gamma(j+2+\frac{\epsilon}{2}) \left( \frac{1}{2} |x|^2 \right)^j}{j! \Gamma \left( \frac{2j+p+2}{2} \right)} \cdot \frac{\Gamma(j+1+\frac{\epsilon}{2}) \left( \frac{1}{2} |x|^2 \right)^j}{j! \Gamma \left( \frac{2j+p}{2} \right)} \]

\[ = (p-2-\epsilon) \sum_{j=0}^{\infty} \frac{\Gamma(j+1+\frac{\epsilon}{2}) \left( \frac{1}{2} |x|^2 \right)^{j+1}}{j! \Gamma \left( \frac{2j+p+2}{2} \right)} / \sum_{j=0}^{\infty} \frac{\Gamma(j+1+\frac{\epsilon}{2}) \left( \frac{1}{2} |x|^2 \right)^j}{j! \Gamma \left( \frac{2j+p}{2} \right)} \]

since \( \frac{\Gamma(2j+p)}{\Gamma(2j+p+2)} \cdot (2j+p) = \frac{\Gamma(2j+p+2)}{2} \).

Therefore, letting \( j=k-1 \),

\[ v(|x|) = (p-2-\epsilon) \frac{\Gamma(k+\frac{\epsilon}{2}) \left( \frac{1}{2} |x|^2 \right)^k}{(k-1)! \Gamma \left( \frac{2k+p}{2} \right)} / \sum_{j=0}^{\infty} \frac{\Gamma(j+1+\frac{\epsilon}{2}) \left( \frac{1}{2} |x|^2 \right)^j}{j! \Gamma \left( \frac{2j+p}{2} \right)} \]

But the series in the numerator has smaller coefficients of \( \left( \frac{1}{2} |x|^2 \right)^j \), \( j=0,1, \ldots \), than has the series in the denominator. Therefore,

\[ v(|x|) \leq p-2-\epsilon \leq p-2, \quad \text{whenever } \epsilon \geq 0. \]
For the second part of the proof we must show \( v(\|x\|) = (p-2)r(\frac{1}{2}\|x\|^2) \) is an increasing function of \( \|x\| \). This will be so if \( \frac{dv(\|x\|)}{d\|x\|} \geq 0 \).

The derivative of \( v(\|x\|) \) will be non-negative whenever

\[
\sum_{j=0}^{\infty} \frac{\Gamma[j+\frac{p}{2}](\frac{1}{2}\|x\|^2)^j}{j! \Gamma(\frac{2j+p}{2})} \geq 0
\]

is positive. Clearly the coefficient of \( (\frac{1}{2}\|x\|^2)^0 \) is positive. We now look at the coefficient of \( (\frac{1}{2}\|x\|^2)^{l+1} \), \( l=0,1,2,\ldots \). Fixing \( j+k=l+1 \) we set \( j=i \) and \( k=l-i+1 \) and then \( j=l-i+1, k=1 \). Adding these two contributing terms to the coefficient of \( (\frac{1}{2}\|x\|^2)^{l+1} \) we obtain
\[
\begin{align*}
\frac{\Gamma(i+1+\frac{\ell}{2})\Gamma(\ell-1+1+\frac{\ell}{2})(\ell-1+1)}{i!\Gamma\left(\frac{2\ell+p}{2}\right)(\ell-1)\Gamma\left(\frac{2\ell-2i+p+2}{2}\right)} & - \frac{\Gamma(i+\frac{\ell}{2})\Gamma(\ell-1+2+\frac{\ell}{2})}{(i-1)!(\ell-1)\Gamma\left(\frac{21+p}{2}\right)\Gamma\left(\frac{2\ell+2+p-2i}{2}\right)} \\
\frac{\Gamma(\ell-1+1+\frac{\ell}{2})\Gamma(i+1+\frac{\ell}{2})}{(\ell-1)!(i-1)!\Gamma\left(\frac{2\ell-2i+2+p}{2}\right)\Gamma\left(\frac{21+p}{2}\right)} & + \frac{\Gamma(i+1+2+\frac{\ell}{2})\Gamma(1+\frac{\ell}{2})}{(i-1)!(i-1+1)\Gamma\left(\frac{2\ell-2i+2+p}{2}\right)\Gamma\left(\frac{21+p}{2}\right)}
\end{align*}
\]

Writing the above as \( A + B + A' + B' \), we have

\[
A = - \frac{(\ell-1+1)}{1} A', \quad B = \frac{-1}{\ell-1+1} B'
\]

so that the above is non-negative whenever \( i \leq \frac{\ell+1}{2} \), which covers the range of summation. \( \text{Q.E.D.} \)

2.3 **Practicality of the estimators** \( \varphi_{\varepsilon} \).

Because of the evident difficulty involved in applying any of the estimators (2.1.6) to actual data, their use would not be reasonable unless a significant improvement over

\[
(2.3.1) \quad \varphi(X) = (1 - \frac{p-2}{\|x\|^2})x
\]

resulted. In this subsection evidence will be given to support the use of (2.3.1) as opposed to using one of the formal Bayes estimators (2.1.6).

For \( \varepsilon = 0 \) and \( p \) an even number (2.1.6) simplifies to
\[
\varphi_o(x) = \frac{\frac{1}{2^{rac{1}{2}}} \frac{1}{\Gamma\left(\frac{p+2j+2}{2}\right)} \left(\frac{1}{2}\|x\|^2\right)^j}{\Gamma\left(\frac{p+2j}{2}\right)} x
\]

\[
= \frac{\|x\|^2 e^{-\frac{p-4}{2} \frac{(\frac{1}{2}\|x\|^2)^i}{i!}}}{\frac{p-4}{2}} - \frac{\frac{p-2}{2}}{\|x\|^2} \left(\frac{\|x\|^2 e^{-\frac{p-4}{2} \frac{(\frac{1}{2}\|x\|^2)^i}{i!}}}{\|x\|^2} - \frac{\frac{p-4}{2}}{\|x\|^2} \frac{(\frac{1}{2}\|x\|^2)^i}{i!}\right) x, \quad p=6,8,\ldots
\]

and, when \( p=4 \)

\[
\varphi_o(x) = \left(\frac{\|x\|^2 e^{-\frac{2}{2} \frac{(\frac{1}{2}\|x\|^2)^i}{i!}}}{\|x\|^2} - \frac{2}{\frac{g}{2}} \left(\frac{\|x\|^2 e^{-\frac{2}{2} \frac{(\frac{1}{2}\|x\|^2)^i}{i!}}}{\|x\|^2} - 1\right)\right) \cdot x.
\]

We now wish to show that \( \varphi_o(x) \) is closely related to (2.3.1).

Writing

\[
D_p(\|x\|)^2 = e^{-\frac{2}{2} \frac{(\frac{1}{2}\|x\|^2)^i}{i!}} - \frac{\frac{p-4}{2}}{\|x\|^2} \frac{(\frac{1}{2}\|x\|^2)^i}{i!},
\]

(2.3.2) becomes

\[
D_p(\|x\|^2) + \frac{\frac{1}{2}\|x\|^2}{\|x\|^2} - \frac{\frac{p-2}{2}}{\|x\|^2} D_p(\|x\|^2)
\]

\[
\frac{\|x\|^2}{D_p(\|x\|)^2} \cdot x
\]

\[
= (1 - \frac{\frac{p-2}{2}}{\|x\|^2}) x + \frac{\frac{1}{2}\|x\|^2}{D_p(\|x\|)^2} \frac{\frac{p-4}{2}}{\|x\|^2} \cdot x
\]
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which, for even moderately large values of $\|x\|^2$ is approximately equal to $(1 - \frac{p-2}{\|x\|^2})x$, e.g., the estimator given by (2.3.1).

From the above computation it is evident that if $\varphi_o(x)$ is to offer any substantial improvement over (2.3.1) it must do so for small values of $\|x\|^2$, i.e., for small values of $\|\theta\|^2$, since $\mathbb{E}\|x\|^2 = \|\theta\|^2 + p$. But it is precisely for small values of $\|\theta\|^2$ that (2.3.1) is most effective, indeed, the risk of (2.3.1) when $\|\theta\|^2 = 0$ is 2 [2]. In section 2.5 another estimator $\varphi^*_o(x)$ will be shown to have everywhere lower risk than (2.3.1) and to be, computationally, as simple as (2.3.1).

2.4 The estimators of James and Stein.

In [2] it was shown that, for $p \geq 3$, each of the estimators

$$\varphi_c(x) = (1 - \frac{c}{\|x\|^2})x, \quad 0 < c < 2(p-2),$$

of the mean of a $p$-variate multivariate normal distribution with known covariance matrix $I_p$, has everywhere lower risk than $\varphi_o(x) = x$.

Here the loss function is the usual sum of mean-square errors

$$L(\varphi(x), \theta) = \sum (\varphi_i(x) - \theta_i)^2,$$

where $\varphi_i(X)$ is the $i$th element of the $p \times 1$ vector $\varphi(X)$. Now $\varphi_c(x)$ offers, a fortiori, an estimate of $\theta_i$, $i=1,2,\ldots,p$; specifically this estimate is $\varphi_{c1}(X)$. Since it is known that $X_1$ is a minimax-admissible estimator of $\theta_1$ for squared error loss, $\varphi_c(x)$ must for some
values of $\theta$ be inferior to $X_1$. Clearly, since $\varphi_c(X)$ is better than $X$ in terms of the loss function (2.4.2), any excessive loss in estimating some particular $\theta_1$ will be more than compensated for in the estimates of some of the other components of $\theta$. The natural questions which arise are what is the risk of $\varphi_c(X)$, and how does this risk vary as a function of $\theta$? The following theorem gives the risk of $\varphi_c(X)$ and also yields the information that the proportion of the total risk $(E \Sigma_{\varphi_c(X)}(X_1-\theta_1)^2)$ attributable to $\varphi_c(X)$ increases as $\frac{\theta_1^2}{\|\theta\|^2}$ increases, holding $\|\theta\|^2$ constant.

**Theorem.** Let $X$ be a $p \times 1$ random vector distributed as a multivariate normal with unknown mean $\theta$ and known covariance matrix $I_p$. Then the estimator (2.4.1) has component-wise risk

$$(2.4.3) \quad E_{\theta}((1- \frac{c}{|X|^2})X_1-\theta_1)^2 =$$

$$1 + \frac{\theta_1^2}{\|\theta\|^2} E \frac{8c^2u}{(2u+p)(2u+p-2)} + E \frac{c^2+4c-2pc-4cu}{(2u+p)(2u+p-2)},$$

where $u$ is a Poisson random variable with parameter $\frac{1}{2} \|\theta\|^2$.

**Proof.** $E((1- \frac{c}{|X|^2})X_1-\theta_1)^2 = E(X_1-\theta_1)^2 - 2c E \frac{X_1(X_1-\theta_1)}{|X|^2} + c^2 E \frac{x_1^2}{|X|^4}$.

Computing this term by term we have

(i) $E(X_1-\theta_1)^2 = 1$

(ii) $E \frac{x_1^2}{|X|^4} = E \left\{ \frac{x_1^2}{(x_1^2 + x_{2L+p-1}^2)} \right\}$
where \( K \) has a Poisson distribution with parameter \( \frac{1}{2} \theta_1^2 \) and \( L \) has a Poisson distribution with parameter \( \frac{1}{2} \sum_{j \neq 1} \theta_j^2 \). But this equals

\[
E \left( \frac{1+2k}{p+2k+2L} \right) \cdot \frac{1}{p+2k+2L}
\]

\[
= E \left\{ E \left[ \frac{1+2k}{(p+2k+2L)(p-2+2k+2L)} \mid K+L \right] \right\}
\]

\[
= E \left( \frac{1}{(p+2u)(p-2+2u)} + \frac{\theta_1^2}{\|\theta\|^2} E \left( \frac{2u}{(p+2u)(p-2+2u)} \right) \right)
\]

where \( U = K + L \), because \( E(K \mid K+L) = \frac{\theta_1^2}{\|\theta\|^2} (K+L) \) and \( K \) and \( L \) are independent. \( U \) has a Poisson distribution with parameter \( \|\theta\|^2 \).

(iii) \( E \frac{\chi_1^2}{\|X\|^2} = E \left\{ E \left( \frac{\chi_1^2}{\chi_1^2 + \chi_2^2 \mid p-2+2L} \right) \mid K, L \right\} \)

\[
= E \frac{1+2k}{p+2k+2L}
\]

\[
= E \left( E \left[ \frac{1+2k}{p+2k+2L} \mid K+L \right] \right)
\]

\[
= E \frac{1}{p+2u} + \frac{\theta_1^2}{\|\theta\|^2} E \frac{2u}{p+2u}.
\]

(iv) The computation of \( E \frac{\theta_1 X_1}{\|X\|^2} \) requires a trick:
\[
\begin{align*}
E\left( \frac{x_i}{\|x\|^2} \right) &= \theta_i^2 \frac{1}{\|x\|^2} + E \left( \frac{x_i - \theta_i}{\|x\|^2} \right) \\
&= \theta_i^2 \frac{1}{p-2+2u} + \theta_i \frac{d}{d\theta_i} \left[ \frac{1}{(2\pi)^{1/2}} \int \cdots \int e^{-\frac{1}{2}x_i^2} \frac{1}{\|x\|^2} dx_1 \cdots dx_p \right] \\
&= \theta_i^2 \frac{1}{p-2+2u} + \theta_i \frac{d}{d\theta_i} \left[ e^{-\frac{1}{2}\|\theta\|^2} \left( \frac{\|\theta\|^2}{2} \right)^s \right] \\
&= \theta_i^2 \frac{1}{p-2+2u} + \theta_i \sum_{s=0}^{\infty} \frac{\left( \frac{1}{2} \|\theta\|^2 \right)^s}{s! (p-2+2s)} \\
&= \theta_i^2 \sum_{s=0}^{\infty} \frac{\left( \frac{1}{2} \|\theta\|^2 \right)^s}{s! (p-2+2s)} \\
&= \theta_i^2 \sum_{s=0}^{\infty} \frac{\left( \frac{1}{2} \|\theta\|^2 \right)^{s-1}}{s! (p-2+2s)} \\
&= \frac{\theta_i^2}{\|\theta\|^2} \sum_{s=0}^{\infty} \frac{\left( \frac{1}{2} \|\theta\|^2 \right)^s}{s! (p-2+2s)} \\
\end{align*}
\]

where \( u \) has a Poisson distribution with parameter \( \frac{1}{2} \|\theta\|^2 \).

Combining terms, equation (2.4.3) follows.
2.5 A simple improvement of some estimates.

An obvious objection to the estimator given in (2.4.1) is that the coefficient of $X$, $(1 - \frac{c}{\|X\|^2})$ can be negative. Thus Stein [2] suggests replacing $(1 - \frac{c}{\|X\|^2})$ by $\max(0, 1 - \frac{c}{\|X\|^2})$. That the new estimator

$$(2.5.1) \quad \varphi^*_c(X) = \max(0, 1 - \frac{c}{\|X\|^2}) X$$

has everywhere lower risk than (2.4.1) follows from the theorem to be proved in this subsection.

Suppose a $p$-dimensional parameter vector

$$(2.5.2) \quad \theta = (\theta_1, \theta_2, \ldots, \theta_p)'$$

is estimated by

$$(2.5.3) \quad \varphi(X) = (h_1(X,S)X_1, h_2(X,S)X_2, \ldots, h_p(X,S)X_p)'$$

where $X$ is $p \times 1$ and $S$ is some other statistic. We next define the estimator

$$(2.5.4) \quad \varphi^*(X) = (h^*_1(X,S)X_1, h^*_2(X,S)X_2, \ldots, h^*_p(X,S)X_p)'$$

in which $h^*_i(X,S) = \max(0, h_i(X,S))$, $i = 1, 2, \ldots, p$.

Theorem. With sum of squares loss $\varphi^*$ has everywhere lower risk than $\varphi$ whenever at least one $h_i$ has non-zero probability of being negative and, for such $h_i$

$$\sgn E[X_1|h_i(X,S) < 0] = \sgn \theta_i.$$
It is understood that \( \operatorname{sgn} A = \) the algebraic sign of \( A \).

Proof of the theorem: Let \( \operatorname{P}[h_k(X,S) < 0] > 0 \) and observe the contribution of \( h_k(X,S)X_k \) to the risk:

\[
\mathbb{E} h_k^2(X,S)X_k^2 - 2\theta_k \mathbb{E} h_k(X,S)X_k + \theta_k^2.
\]

We may ignore \( \theta_k^2 \) in the computation which follows, the remaining terms equalling

\[
\mathbb{E} \mathbb{E}(h_k^2(X,S)X_k^2 - 2\theta_k \mathbb{E} h_k(X,S)X_k | h_k(X,S) < 0)
\]

\[
+ \mathbb{E}(h_k^2(X,S)X_k^2 - 2\theta_k \mathbb{E} h_k(X,S)X_k | h_k(X,S) \geq 0).
\]

Since \( \varphi^* \) involves a change in \( \varphi \) only when \( h_k(X,S) < 0 \) we are concerned with just the first member of this sum.

Clearly

\[
\mathbb{E}(\mathbb{E} h_k^2(X,S)X_k^2 | h(X,S) < 0) = 0
\]

\[
< \mathbb{E}(h_k^2(X,S)X_k^2 | h(X,S) < 0)
\]

since \( h(X,S) < 0 \) with positive probability.

By hypothesis

\[
\mathbb{E}((-2\theta_k)X_k | h_k(X,S) < 0) < 0.
\]

Therefore

\[
\mathbb{E}((1-2\theta_k)h_k(X,S)X_k | h_k(X,S) < 0) > 0.
\]

But

\[
\mathbb{E}((-2\theta_k)h_k^2(X,S)X_k | h_k(X,S) < 0) = \mathbb{E} 0 = 0.
\]

This proves the theorem.
In the estimator of James and Stein [2] the condition of the theorem is that $E[\theta_i x_i \|x\|^2 < c] > 0$, which is trivial. Let $a > 0$, $a^2 < c$, then

$$E[x_i \|x\|^2 < c] = E[E[x_i | x_i^2 = a^2] \sum_{i \neq j} x_j^2 < c - a^2]$$

$$= E[aP[x_i = a | x_i^2 = a^2] - aP[x_i = -a | x_i^2 = a^2] \sum_{i \neq j} x_j^2 < c - a^2]$$

$$= E[f_1(a) \sum_{i \neq j} x_j^2 < c - a^2].$$

But $f_1(a)$ has the same sign as $\theta_i$ since, if $a$ is closer to $\theta_i$ than is $-a$, $f(a)$ is positive, and if $-a$ is closer to $\theta_i$ (which means $\theta_i$ is negative), $f(a)$ is negative.

Bhattacharya [1] uses estimators of the form (2.4.1) to construct an improved estimator of the mean of a multivariate normal when the covariance matrix of the distribution is not equal to the inverse of the matrix appearing in the loss function. It is an immediate consequence of his procedure and the result just shown that his estimator would be improved by replacing estimators of the form (2.4.1) by those of type (2.5.1) in constructing his estimator. This result also follows directly from the theorem.
SECTION 3
MULTIPLE REGRESSION

3.1 The problem

In this subsection we shall state an estimation problem of multiple regression, and shall show how the group structure of the problem both enables us to guess a reasonable solution and to compute the risk of that solution.

Suppose $X_1, X_2, \ldots, X_n$ are independent $(p+1)$-dimensional random vectors, each distributed as a multivariate normal with mean $\Theta$ and covariance matrix $\Sigma$. We will use the following partitions

$$X_i = \begin{pmatrix} Y_i \\ Z_i \end{pmatrix}, \quad i = 1, 2, \ldots, n,$$

$$\Theta_i = \begin{pmatrix} \eta \\ \zeta \end{pmatrix},$$

$$\Sigma = \begin{pmatrix} A & B' \\ B & \Gamma \end{pmatrix},$$

where $Y_i$ and $A$ are $1 \times 1$, $Z_i$ and $B$ are $p \times 1$.

It follows that

$$E(Y_i | Z_i) = \alpha + \beta'Z_i,$$

where

$$\beta = \Gamma^{-1}B,$$

$$\alpha = \eta - \beta'\zeta.$$
For the problems of estimating \((\alpha, \beta)\) and of estimating \(\beta\) alone we use the loss functions proposed in [3] which are, respectively,

\[
L((\theta, \xi), (\hat{\theta}, \hat{\xi})) = \frac{[(\hat{\theta}-\alpha)^+ + (\hat{\xi}-\beta)^+]^2 + (\hat{\beta} - \beta)^\top \Gamma(\hat{\beta} - \beta)}{A-B'R^{-1}B}.
\]

(3.1.7)

\[
L((\beta, \xi), \hat{\beta}) = \frac{(\hat{\beta} - \beta)^\top \Gamma(\hat{\beta} - \beta)}{A-B'R^{-1}B}.
\]

(3.1.8)

The maximum likelihood estimators, which have constant risk with the loss functions shown above, are, respectively

\[
\hat{\alpha}_o = \bar{Y} - \hat{\beta}_o' \bar{Z}, \quad \hat{\beta}_o = V^{-1}U,
\]

(3.1.9)

\[
\hat{\beta}_o = V^{-1}U,
\]

(3.1.10)

where

\[
U = \sum_{i=1}^{n} Z_i Y_i - n \bar{Z} \bar{Y},
\]

(3.1.11)

\[
V = \sum_{i=1}^{n} Z_i Z_i' - n \bar{Z} \bar{Z}'.
\]

(3.1.12)

Stein [3] proved that the estimators (3.1.9) and (3.1.10) each have the minimax property with respect to the loss functions (3.1.7) and (3.1.8). Moreover, he also showed that (3.1.9) is admissible when \(p=1\) and \(n \geq 6\), and that (3.1.10) is admissible for \(p=1, n \geq 4\) and for \(p=2, n \geq 6\). In addition [3] contains the result that (3.1.10) is inadmissible when \(p \geq 3\), but does not exhibit a specific estimator which has everywhere lower risk than (3.1.10).
The following transformations [3] leave the problems of estimating $(\alpha, \beta)$ and, hence, of $\beta$ alone, invariant:

\[(3.1.13) \quad \begin{pmatrix} Y_1 \\ Z_1 \end{pmatrix} \rightarrow \begin{pmatrix} aY_1 + b'Z_1 + d \\ cZ_1 + e \end{pmatrix}, \]

\[(3.1.14) \quad \begin{pmatrix} \eta \\ \zeta \end{pmatrix} \rightarrow \begin{pmatrix} a\eta + b'\zeta + d \\ c\zeta + e \end{pmatrix}, \]

\[(3.1.15) \quad \begin{pmatrix} AB' \\ B' \Gamma \end{pmatrix} \rightarrow \begin{pmatrix} a \ b' \\ b \ c' \end{pmatrix} \begin{pmatrix} a \ b' \\ b \ c' \end{pmatrix} \begin{pmatrix} A' \ B \end{pmatrix} \begin{pmatrix} a \ b' \\ b \ c' \end{pmatrix}, \]

\[= \begin{pmatrix} a^2 A + 2ab'B + b'Bb & (ab' + b'c)c' \\ c - \Gamma b & c \Gamma c' \end{pmatrix}, \]

\[(3.1.16) \quad \begin{pmatrix} \hat{\alpha} \\ \hat{\beta} \end{pmatrix} \rightarrow \begin{pmatrix} a \hat{\alpha} - ae'c^{-1}b + d - b'c^{-1}e \\ ac^{-1}b + c^{-1}b \end{pmatrix}, \]

where $a$ and $d$ are $1 \times 1$, $b$ and $e$ are $p \times 1$, $c$ is a nonsingular $p \times p$ matrix, $0$ is a vector of $p$ zeros.

Under the subgroup with $b=0$ the estimators

\[(3.1.17) \quad \hat{\alpha} = \bar{X} - \hat{\beta} \bar{Z}, \quad \hat{\beta} = f(\mathcal{R}^2)\mathcal{V}^{-1}U, \]

are invariant, where $f(\mathcal{R}^2)$ is any function of the multiple correlation coefficient

\[(3.1.18) \quad \mathcal{R}^2 = \frac{U'\mathcal{V}^{-1}U}{T}, \]

where

\[(3.1.19) \quad T = \sum_{i=1}^{n} \gamma_i^2 - n \bar{Y}^2. \]

The risk of an estimator of the form (3.1.17) is relatively simple
to compute since it need be computed only at \( \xi = 0, \Gamma = I, A - B' \Gamma^{-1} B = I \).

Then, applying the transformations

\begin{align*}
(3.1.20) \quad & c'c = \Gamma , \\
(3.1.21) \quad & e = c \xi , \\
(3.1.22) \quad & s = (A - B' \Gamma^{-1} B)^{1/2} \end{align*}

we see that the risk we have computed at \((0, I, 1)\) is equal to the risk at \((\xi, \Gamma, A - B' \Gamma^{-1} B)\).

3.2 An everywhere better estimator of \(\beta\), when \(p \geq 3\).

In the preceding section we noted that the maximum likelihood estimator, \(\hat{\beta}_o = V^{-1} U\), is inadmissible when \(p \geq 3\), but, in proving this result, [3] did not exhibit an estimator better than \(\hat{\beta}_o\). We will now proceed to study a sub class of (3.1.17), specifically estimators of the form

\begin{equation}
(3.2.1) \quad \hat{\beta}_c = (1 - c \frac{1-R^2}{R^2}) V^{-1} U = (1 - c \frac{1-R^2}{R^2}) \hat{\beta}_o ,
\end{equation}

for \(c\) a positive constant. It will be shown that, for \(0 < c < \frac{2(p-2)}{n-p+2}\), \(\hat{\beta}_c\) has everywhere lower risk with respect to the loss function (3.1.8) than has \(\hat{\beta}_o\). Within this class of estimators Stein [3] showed that the one corresponding to \(c = \frac{p-2}{n-p+2}\) was best when \(\beta = 0\).

From section 3.1 it is evident that we need only compute the risk of (3.2.1) at \((0, I, 1)\). Therefore, the loss function (3.1.8) becomes

\begin{equation}
(3.2.2) \quad L((\beta, I), \hat{\beta}) = (\hat{\beta} - \beta)'(\hat{\beta} - \beta) = \|\hat{\beta} - \beta\|^2 .
\end{equation}
Using (3.1.10) and (3.1.18) we have \( \hat{\beta}_c = (1 - c \frac{T_{-\hat{\beta}_o'V \hat{\beta}_o}}{\hat{\beta}_o'V \hat{\beta}_o}) \hat{\beta}_o \) where \( T_{-\hat{\beta}_o'V \hat{\beta}_o} \) is independent of \( \hat{\beta}_o'V \hat{\beta}_o \) and of \( \hat{\beta}_o \), since we have assumed we are computing the risk at \((0, I, 1)\). Letting \( \hat{\beta}_c = \hat{\beta} \), (3.2.2) becomes

\[
L(\hat{\beta}_c, \beta) = \|\hat{\beta}_c - \beta\|^2 - 2c \frac{T_{-\hat{\beta}_o'V \hat{\beta}_o}}{\hat{\beta}_o'V \hat{\beta}_o} \hat{\beta}_o' \hat{\beta}_o (\hat{\beta}_o - \beta) + c^2 \frac{(T_{-\hat{\beta}_o'V \hat{\beta}_o})^2}{(\hat{\beta}_o'V \hat{\beta}_o)^2} \hat{\beta}_o' \hat{\beta}_o.
\]

Taking expectations we have the risk

\[
\rho(\hat{\beta}_c, \beta) = \mathbb{E}\|\hat{\beta}_c - \beta\|^2 - 2c(n-p) \mathbb{E} \frac{\hat{\beta}_o' \hat{\beta}_o (\hat{\beta}_o - \beta)}{\hat{\beta}_o'V \hat{\beta}_o} + c^2(n-p)(n-p+2) \mathbb{E} \frac{\hat{\beta}_o' \hat{\beta}_o}{(\hat{\beta}_o'V \hat{\beta}_o)^2},
\]

because \( T_{-\hat{\beta}_o'V \hat{\beta}_o} \) is \( \chi^2_{n-p} \).

In order to compute the risk (3.2.4) it will prove useful to make a number of transformations. Recalling that \( V \) has the Wishart distribution \( W(p, n; \Sigma_p) \) and that \( \hat{\beta}_o | V \) is normally distributed with mean \( \beta \) and covariance matrix \( V^{-1} \), we let

\[
V = QDQ'
\]

where \( D \) is a diagonal matrix and \( Q \) is orthogonal. If we let

\[
z = Q'V^{-\frac{1}{2}} \hat{\beta}_o = Q' (D^{-\frac{1}{2}}Q') \hat{\beta}_o = D^{-\frac{1}{2}} Q' \hat{\beta}_o,
\]

then \( z | V \) has a normal distribution with mean \( D^{-\frac{1}{2}}Q\beta \) and covariance matrix \( I_p \). We denote the diagonal elements of \( D \) by \( d_1, d_2, \ldots, d_p \).
Using these transformations we have

\[(3.2.6) \quad \hat{\beta}_o \hat{\beta}_o = (QD^{-1}z)'(QD^{-1}z) = z'D^{-1}z, \]

\[(3.2.7) \quad \hat{\beta}_o'\hat{V}\hat{\beta}_o = z'z. \]

We now proceed to compute (3.2.4). In [3] it was shown that, for \( n \geq p + 2 \),

\[(3.2.8) \quad E\|\hat{\beta}_o - \beta\|^2 = \frac{p}{n-p-1}. \]

In order to compute \( E\frac{\hat{\beta}_o}{\hat{\beta}_o'\hat{V}\hat{\beta}_o} \) it is advisable to compute the conditional expectation \( E\left\{ \frac{\beta'\beta}{\beta'V\beta} \left| V \right. \right\} \). This, in terms of the transformations made above, becomes

\[
E\left\{ \frac{(QD^{-1}z)'\beta}{z'D^{-1}z} \left| Q, D \right. \right\} = E\left\{ \frac{z'D^{-1}Q'\beta}{z'D^{-1}z} \left| Q, D \right. \right\}.
\]

This will equal the sum of expectations

\[(3.2.9) \quad E\left\{ \frac{z_i(D^{-1}Q'\beta)_i}{z'D^{-1}z} \left| Q, D \right. \right\}, \quad i = 1, 2, \ldots, p. \]

But (3.2.9) may be written as

\[
(D^{-1}Q'\beta)_i E\left\{ \frac{z_i}{z'D^{-1}z} \left| Q, D \right. \right\} = (D^{-1}Q'\beta)_i \frac{Ez_i}{\Sigma(Ez_i)^2} E\left\{ \frac{2K}{p-2+2K} \left| Q, D \right. \right\}.
\]

where \( K \) has a Poisson distribution with parameter \( \frac{1}{2} EZ_i^2 \), by section 2.4. Now \( Ez_i = (D^{-1}Q'\beta)_i \), so that (3.2.9) is
\[
\frac{1}{(D^2 q' \beta)^2} \left( D^2 q' \beta \right) \frac{1}{E((D^2 q' \beta)^2)}
\]

\[
= \left( \frac{Q' \beta}{\beta' V \beta} \right)^2 \left( \frac{Q' \beta}{\beta' V \beta} \right)^2
\]

\[
E \left( \frac{2K}{p-2+2K} \mid Q, D \right)
\]

Summing on \( i \), we have

\[
E \left( \frac{\hat{\beta}' \beta}{\hat{\beta}' \hat{V}^2 \beta} \mid V \right) = \frac{\beta' \beta}{\beta' V \beta} E \left( \frac{2K}{p-2+2K} \mid V \right)
\]

where \( K \) is Poisson with parameter \( \frac{1}{2} \Sigma (D^2 q' \beta)_i = \frac{1}{2} \beta' V \beta \). Before evaluating \( E \left( \frac{\hat{\beta}' \beta}{\hat{\beta}' \hat{V}^2 \beta} \mid V \right) \), we make an orthogonal transformation which puts "all \( \beta \)" into \( \beta_1 \). Denoting the upper left-hand corner element of \( V \) be \( V_{11} \), we have

\[
\frac{\beta' \beta}{\beta' V \beta} E \left( \frac{2K}{p-2+2K} \mid V \right) = \frac{1}{V_{11}} E \left( \frac{2K}{p-2+2K} \mid V \right)
\]

where the Poisson parameter may now be written as \( \frac{1}{2} \| \beta \|^2 V_{11} \). Therefore,

\[
E \left( \frac{\hat{\beta}' \beta}{\hat{\beta}' V \beta} \right) = E \left( \frac{1}{V_{11}} \right) \sum_{k=0}^{\infty} \frac{e^{-1/2 \| \beta \|^2 V_{11}}}{k! (p-2+2K)} \left( \frac{1/2 \| \beta \|^2 V_{11}}{2k} \right)^k
\]

\[
= E \left( \frac{1}{2} \| \beta \|^2 V_{11} \right) \sum_{k=0}^{\infty} \sum_{k=0}^{\infty} \frac{1}{k! (p-2+2K)} \left( \frac{1/2 \| \beta \|^2 V_{11}}{2k} \right)^k
\]

\[
= \sum_{k=0}^{\infty} \frac{2^{k-1} \Gamma(\frac{n}{2} + k-1)}{k! (1 + \| \beta \|^2)^2 \Gamma(\frac{n}{2}) (p-2+2K)}
\]

because
Thus,

\[
E \frac{\|\beta\|^2_{V_{11}}}{2} V_{11}^j = \frac{2^j \Gamma \left( \frac{n}{2} + j \right)}{(1 + \|\beta\|^2)^j + \frac{n}{2} \Gamma \frac{n}{2}} .
\]

The next part of (3.2.4) to be evaluated is \( E \frac{\beta'_o^o \beta_o}{\beta'_o \hat{V}_o^o} \). Proceeding as before we first evaluate the conditional expectation

\[
E \left( \frac{\beta'_o^o \beta_o}{\beta'_o \hat{V}_o^o} | V \right) = E \left( \frac{\beta'_o^o \beta_o}{\beta'_o \hat{V}_o^o} | D, Q \right) = E \left( \frac{\sum d_i}{(\Sigma x_i^2)^2} | D, Q \right) = E \left( \frac{2K_i + 1}{\Sigma d_i} | D, Q \right)
\]

(\text{where } K_i | D, Q \text{ is Poisson with parameter } \frac{1}{2} d_i (Q' \beta)^2_i)

\[
= E \left( \frac{1}{2} \Sigma K_i | D, Q \right) = E \left( \frac{1}{2} \Sigma \frac{d_i}{d_i} + 2(\Sigma K_i) \frac{\Sigma (Q' \beta)^2_i}{\Sigma d_i (Q' \beta)^2_j} | D, Q \right)
\]

\[
= E \left( \frac{1}{(2K + p)(2K + p - 2)} \left[ \text{trace } V^{-1} + 2K \frac{\|\beta\|^2}{\beta' V \beta} \right] | V \right)
\]
where $K$ has a Poisson distribution with parameter $\frac{1}{2} \beta' V\beta$. Making the same orthogonal transformation as before, we obtain

$$E \left( \frac{\hat{\beta}' \hat{\beta}}{(\hat{\beta}' V \hat{\beta})^2} \right) = E \frac{1}{(2K+p)(2K+2)} \left( \text{trace } V^{-1} + \frac{2}{V_{11}} \right),$$

with $K$ being Poisson with parameter $\frac{1}{2} \|\beta\|^2 V_{11}$. Using the fact that $E(\text{trace } V^{-1}|V_{11}) = \frac{1}{V_{11}} \frac{n-2}{n-p-1} + \frac{p-1}{n-p-1}$, we have

$$E \frac{\hat{\beta}' \hat{\beta}}{(\hat{\beta}' V \hat{\beta})^2} = E \frac{1}{(2K+p)(2K+2)} \left( E(\text{trace } V^{-1}|V_{11}) + \frac{2K}{V_{11}} \right)$$

$$= E \frac{1}{(2K+p)(2K+2)} \left[ \left( \frac{n-2}{n-p-1} + 2K \right) \frac{1}{V_{11}} + \frac{p-1}{n-p-1} \right]$$

$$= E \left( \frac{1}{V_{11}} E \left( \frac{1}{(2K+p)(2K+2)} \left( \frac{n-2}{n-p-1} + 2K \right) \left| V_{11} \right| \right) \right) + \frac{p-1}{n-p-1} E \frac{1}{(2K+p)(2K+2)}$$

$$= E \frac{1}{V_{11}} e^{-\frac{1}{2} \|\beta\|^2 V_{11}} \sum_{k=0}^{\infty} \frac{\left( \frac{1}{2} \|\beta\|^2 V_{11} \right)^k}{k!(2k+p)(2k+2)} \left( \frac{n-2}{n-p-1} + 2K \right)$$

$$+ E e^{-\frac{1}{2} \|\beta\|^2 V_{11}} \sum_{k=0}^{\infty} \frac{\left( \frac{1}{2} \|\beta\|^2 V_{11} \right)^k}{k!(2k+p)(2k+2)} \frac{p-1}{n-p-1}$$

$$= \sum_{k=0}^{\infty} \frac{2^{k-1} r^{\frac{n}{2} + k-1} \left( \frac{1}{2} \|\beta\|^2 \right)^k}{(1 + \|\beta\|^2)^{k-1} \frac{n}{2} r^{\frac{n}{2}} k!(2k+p)(2k+2)} \left( \frac{n-2}{n-p-1} + 2K \right)$$

$$+ \sum_{k=0}^{\infty} \frac{2^{k} r^{\frac{n}{2} + k} \left( \frac{1}{2} \|\beta\|^2 \right)^{k+1}}{2(1 + \|\beta\|^2)^{k-1} \frac{n}{2} r^{\frac{n}{2}} k!(2k+p)(2k+2)} \left( \frac{p-1}{n-p-1} \right).$$
So that we have,

\[
(3.2.11) \quad \mathbb{E} \frac{\hat{\beta}_o' \hat{\beta}_o}{(\hat{\beta}_o' \hat{\beta}_o)^2} = \frac{1}{2(1 + \|\beta\|^2)^2 - \frac{n}{\Gamma(n/2)}} \sum_{k=0}^{\infty} \frac{\Gamma\left(\frac{n}{2} + k - 1\right)}{k!} \left(\frac{\|\beta\|^2}{1 + \|\beta\|^2}\right)^k \frac{1}{(2k+p)(2k+p-2)}. 
\]

\[
\left[\frac{n-2}{n-p-1} - 2k + \frac{(n+2k-2)(p-1)}{(1 + \|\beta\|^2)(n-p-1)}\right].
\]

All that is left of (3.2.4) to compute is \( \mathbb{E} \frac{\hat{\beta}_o' \hat{\beta}_o}{\hat{\beta}_o' \hat{\beta}_o} \). But a computation exactly analogous to the evaluation of \( \mathbb{E} \frac{\hat{\beta}_o' \hat{\beta}_o}{(\hat{\beta}_o' \hat{\beta}_o)^2} \) leads us to

\[
(3.2.12) \quad \mathbb{E} \frac{\hat{\beta}_o' \hat{\beta}_o}{\hat{\beta}_o' \hat{\beta}_o} = \frac{1}{2(1 + \|\beta\|^2)^2 - \frac{n}{\Gamma(n/2)}} \sum_{k=0}^{\infty} \frac{\Gamma\left(\frac{n}{2} + k - 1\right)}{k!} \left(\frac{\|\beta\|^2}{1 + \|\beta\|^2}\right)^k \frac{1}{2k+p}. 
\]

\[
\left[\frac{n-2}{n-p-1} + 2k + \frac{(n+2k-2)(p-1)}{(1 + \|\beta\|^2)(n-p-1)}\right].
\]

To show that \( \hat{\beta}_c \) is, for some values of \( c \), better than \( \hat{\beta}_o \) it is necessary to show that \( \rho(\hat{\beta}_c, \beta) \leq \rho(\hat{\beta}_o, \beta) \) for all \( \beta \), with strict inequality for some value of \( \beta \). Using the formula (3.2.4) for \( \rho(\hat{\beta}_c, \beta) \), simple algebra leads one to conclude that \( \hat{\beta}_c \) will be better than \( \hat{\beta}_o \) for all values of...
\[(3.2.13) \quad c \leq \frac{2(n-p)}{(n-p)(n-p-2)} E \frac{\hat{\beta}'(\beta - \beta)}{\hat{\beta}' \beta} / E \frac{\hat{\beta}' \beta}{(\hat{\beta}' \beta)^2} . \]

It will now be shown that \( c = \frac{2(p-2)}{n-p+2} \) (and hence all positive values of \( c \) less than this) satisfies (3.2.13). To prove this we must show

\[(3.2.14) \quad (p-2) E \frac{\hat{\beta}' \beta}{(\hat{\beta}' \beta)^2} - E \frac{\beta'(\beta')}{(\hat{\beta}' \beta)^2} \leq 0. \]

Setting \( \lambda = \frac{\|\beta\|^2}{1 + \|\beta\|^2} \) and

\[C_k = \frac{\Gamma\left(\frac{n}{2} + k - 1\right) \lambda^k}{k!(p+2k)(p+2k-2)(1 + \|\beta\|^2)(n-p-1)} \]

(3.2.14) becomes

\[2(p-1) \sum_{k=0}^{\infty} C_k (n-p-2)(1 + \|\beta\|^2) - (n+2k-2) \]

which will be negative whenever

\[(3.2.15) \quad (n-p-2)(1 + \|\beta\|^2) \sum_{k=0}^{\infty} \frac{\Gamma\left(n+2k-2\right) \lambda^k}{k!(2k+2)(2k+p-2)} - \sum_{k=0}^{\infty} \frac{\Gamma\left(n+2k-2\right) \lambda^k}{k!(2k+p)(2k+p-2)} \]

is negative. Letting \( j = k-1 \), proving (3.2.15) is negative reduces to proving the negativity of

\[(3.2.16) \quad \frac{1}{1-\lambda} (n-p-2) \sum_{j=0}^{\infty} \frac{\Gamma\left(n+2j\right) \lambda^j}{j!(p+2j)(p+2j+2)} - 2 \sum_{j=0}^{\infty} \frac{\Gamma\left(n+2j+2\right) \lambda^j}{j!(p+2j)(p+2j+2)} ,\]
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where we recall that \( \frac{1}{1-\lambda} = 1 + \|\beta\|^2 \).

Multiplying (3.2.16) through by \( 1-\lambda \) and collecting coefficients
of \( \lambda^j \) we have

\[
\sum_{j=0}^{\infty} \frac{\lambda^j \Gamma\left(\frac{n+2j}{2}\right)}{j!(2j+p)(2j+p+2)} \left[ \frac{2^{p+2j+2}}{p+2j-2} j + n - p - 2 - n - 2j \right]
\]

\[= \sum_{j=0}^{\infty} \frac{\lambda^j \Gamma\left(\frac{n+2j}{2}\right)}{j!(2j+p)(2j+p+2)} \left[ \frac{2^{p+2j+2}}{p+2j-2} \left( \frac{2^{j}}{p+2j-2} - 1 \right) \right]
\]

which is negative since each term in the series is negative whenever
\( p \geq 3 \).

For a given value of \( \|\beta\| \) the value of \( c \) which minimizes the risk
\( \rho(\hat{\beta}_c, \beta) \) is given by taking one half the maximum value of \( c \) satisfying
the inequality (3.2.13). Calling this \( c = c(\|\beta\|) \), the computation just
completed demonstrates that \( c(\|\beta\|) \geq \frac{p-2}{n-p+2} \) for all \( \beta \). Unfortunately
this is not an equality, Stein having shown in [3] that \( c(0) = \frac{p-2}{n-p+2} \)
but \( \lim_{\|\beta\| \to \infty} c(\|\beta\|) = \frac{p-2}{n-p+2} \).

3.3 An everywhere better estimator of \((\alpha, \beta)\) when \( p \geq 3 \).

In order to prove the inadmissibility of the maximum likelihood
estimator \((\hat{\alpha}_o, \hat{\beta}_o)\) (3.1.9) of \((\alpha, \beta)\) with respect to the loss function
(3.1.7) it will be shown that a class of estimators, each of the form
(3.1.17), has everywhere lower risk than the risk of \((\hat{\alpha}_o, \hat{\beta}_o)\). This
class of estimators is

\[
(3.3.1) \quad \begin{cases}
\alpha_c = \bar{Y} - \hat{\beta}_c \bar{Z}, \\
\hat{\beta}_c = (1 - c \frac{1-R^2}{R^2}) V^{-1}U \quad \text{for} \quad p \geq 3,
\end{cases}
\]
where

\begin{equation}
0 < c < \frac{2(p-2)}{n-p+2}.
\end{equation}

As demonstrated in section 3.1, we may evaluate the risk of each of these estimators while fixing $\xi=0, \Gamma=I$, and $A-B^{-1}B = 1$. The loss function is thus simplified to

\begin{equation}
L((\alpha, \beta), (\hat{\alpha}_c, \hat{\beta}_c)) = (\hat{\alpha}_c - \alpha)^2 + \|\hat{\beta}_c - \beta\|^2.
\end{equation}

Setting $c \frac{1-R^2}{R^2} = f(R^2)$ and $g(R^2) = 1-f(R^2)$, the risk becomes

\begin{align*}
E[(\bar{Y} - f(R^2)U'V^{-1}\bar{Z}-\alpha)^2 + \|f(R^2)V^{-1}U-\beta\|^2] \\
= E(\bar{Y}-U'V^{-1}\bar{Z}-\alpha)^2 + E\|V^{-1}U-\beta\|^2 \\
+ E(g(R^2)U'V^{-1}\bar{Z})^2 + E\|g(R^2)V^{-1}U\|^2 \\
+ E[g(R^2)U'V^{-1}\bar{Z}(\bar{Y}-U'V^{-1}\bar{Z}-\alpha) + g(R^2)U'V^{-1}(\beta-V^{-1}U)] \\
= \text{Risk}(\hat{\alpha}_c, \hat{\beta}_c) + E g(R^2)U'V^{-1}(I+\bar{Z}\bar{Z}')V^{-1}U \\
+ 2E[E g(R^2)U'V^{-1}[\beta-V^{-1}U+\bar{Z}(\bar{Y}-U'V^{-1}\bar{Z}-\alpha)]|\bar{Z}].
\end{align*}

But the last term is equal to

\begin{align*}
2E g(R^2)U'V^{-1}[\beta-V^{-1}U+\bar{Z}\bar{Z}'(\beta-V^{-1}U)] \\
= 2E g(R^2)U'V^{-1}(I+\bar{Z}\bar{Z}')(\beta-V^{-1}U).
\end{align*}

Therefore,
\[ \rho((\hat{\alpha}_o, \hat{\beta}_o), (\alpha, \beta)) = \rho((\hat{\alpha}_c, \hat{\beta}_c), (\alpha, \beta)) \]
\[ + E g(R^2)u^1 v^{n-1} \sum (2\beta - (2-g(R^2))v^{-1}u) \]
\[ + E g(R^2)u^1 v^{n-1} \sum z' (2\beta - (2-g(R^2))v^{-1}u) \]
\[ = \rho((\hat{\alpha}_o, \hat{\beta}_o), (\alpha, \beta)) \]
\[ + \frac{n+1}{n} E g(R^2)u^1 v^{n-1} (2\beta - (2-g(R^2))v^{-1}u) \]
\[ = \rho((\hat{\alpha}_o, \hat{\beta}_o), (\alpha, \beta)) \]
\[ + \frac{n+1}{n} E g(R^2)u^1 v^{n-1} (\beta - v^{-1}u) + \|g(R^2)v^{-1}u\|^2 \]
\[ = \rho((\hat{\alpha}_o, \hat{\beta}_o), (\alpha, \beta)) + \frac{n+1}{n} \left[ E \|\hat{\beta}_c - \beta\|^2 - E \|\hat{\beta}_o - \beta\|^2 \right] \]
\[ < \rho((\hat{\alpha}_o, \hat{\beta}_o), (\alpha, \beta)) \]

whenever \( c < c < \frac{2(p-2)}{n-p+2} \), by the result of section 3.2. Thus each of the estimators given by (3.3.1) and (3.3.2) has everywhere lower risk than the maximum likelihood estimator. Since it was shown in [3] that \((\hat{\alpha}_o, \hat{\beta}_o)\) has the minimax property, this property also holds for the new estimators.

3.4 Inadmissibility of the usual estimator of \( \alpha \) when \( p \geq 3 \).

A special problem of interest is that of estimating \( \alpha \) when the mean of the predictor variables is known (without loss of generality we shall take \( \xi = 0 \)). In this situation \( \alpha \) is reduced to \( \eta \), the mean of \( Y \).
For a loss function we take

\[(3.4.1) \quad L(\hat{\alpha}, \alpha) = (\hat{\alpha} - \alpha)^2 / A - B' \Gamma^{-1} B .\]

The maximum likelihood estimator is

\[(3.4.2) \quad \hat{\alpha}_o = \frac{\bar{Y}}{U' V^{-1} Z} , \]

which, for the loss function (3.4.2) has the minimax property. This follows from \(\hat{\beta}_o\) and \((\hat{\alpha}_o, \hat{\beta}_o)\) each having the minimax property and also being constant risk estimators.

A proof identical to the proof given in section 3.3 leads to the result that each estimate of the form

\[(3.4.3) \quad \hat{\alpha}_c = \bar{Y} - (1 - c \frac{1 - R^2}{R^2}) U' V^{-1} Z , \quad 0 < c < \frac{2(p-2)}{n+p+2} , \]

has everywhere lower risk than \(\hat{\alpha}_o\), establishing the inadmissibility of \(\hat{\alpha}_o\).

3.5 Recommended estimators for \(\alpha, \beta, (\alpha, \beta)\) when \(p \geq 3\).

A reasonable objection to the estimators computed in the preceding subsections is that they all involve multiplying \(V^{-1} U\) by \((1 - c \frac{1 - R^2}{R^2})\), a factor which may be negative. Following the result obtained in section 2.5 it seems plausible to recommend the following estimators

\[(3.5.1) \quad \hat{\beta} = \max(0, 1 - c \frac{1 - R^2}{R^2}) V^{-1} U , \]

\[(3.5.2) \quad \hat{\alpha} = \bar{Y} - \hat{\beta} V Z , \quad \hat{\beta} = \max(0, 1 - c \frac{1 - R^2}{R^2}) V^{-1} U , \]
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(3.5.3) \[ \hat{\alpha} = \bar{y} - \max(0, 1 - c \frac{1-R^2}{R^2}) U'^{-1} Z \]

As regards the choice of \( c \), any value of \( c \) between 0 and \( \frac{2(p-2)}{n-p+2} \) would give an improvement over the respective maximum likelihood estimators. However, inasmuch as the optimum value of \( c \) is at least \( \frac{p-2}{n-p+2} \), it would be more reasonable to use a value of \( c \) between \( \frac{p-2}{n-p+2} \) and \( \frac{2(p-2)}{n-p+2} \), according to one's judgment, made before seeing the data, of the approximate value of \( \| \beta \|^2 \).

If, however, one has some prior idea regarding \( \beta \) which can be expressed as "\( \beta_1, \beta_2, \ldots, \beta_{\ell} \) are likely to be substantially larger than \( \beta_{\ell+1}, \ldots, \beta_p \)" then it may be advisable to use a procedure which estimates \( \beta_1, \ldots, \beta_{\ell} \) in the usual way, while estimating \( \beta_{\ell+1}, \ldots, \beta_p \) in the manner given in formula (3.5.1). For example, suppose one of the \( \beta_i \), say \( \beta^* \) is quite large compared to the other \( \beta_1 \). Then the result proved in section 2.4 suggests that if we estimated \( \beta \) by formula (3.5.1) the contribution to the error made by \( \hat{\beta}^* \) (the component of \( \hat{\beta} \) which estimates \( \beta^* \)) might be substantially greater than that made by \( \hat{\beta}^o \) (the component of \( \hat{\beta} \) which estimates \( \beta^* \)). To show that such a "mixing" of estimators would indeed yield a better one would require the computation of the risk of such an estimator. Unfortunately such estimators do not possess the invariance property (section 3.1) which enabled us to compute risks in a relatively simple manner.

From the summary of previous results given in section 3.1 it is evident that the question of admissibility of \( (\hat{\alpha}^o, \hat{\beta}^o) \) when the number of predictors, \( p=2 \) is still open. It is clear that the procedures used in section 3 will not be of use in this case, since, in general,
the optimum coefficient of \( \frac{1-R^2}{R^2} \) is a multiple of \( p-2 \). Moreover, it appears that one must consider estimators of a more complicated form than \( f(R^2) \hat{\beta}_0 \) if there is a counterexample to be found.
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Instituto de Matematica y  
Estadistica  
Av. J. Herrera y Resig 565  
Montevideo, URUGUAY

Professor G. S. Watson  
Department of Mathematics  
University of Toronto  
Toronto 5, Ontario,  
CANADA

Professor D. A. S. Fraser  
Department of Mathematics  
University of Toronto  
Toronto 5, Ontario,  
CANADA

Professor H. Witting  
Institut fur Mathematische Statistik  
University of Munster  
Schlossplatz 2  
44 Munster, Westf.,  
GERMANY

Mr. Geoffrey Gregory  
10 Morris Avenue  
Box Hill North  
E.12 Victoria  
AUSTRALIA
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