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1. Introduction and Summary.

We consider the following situation. In a one-sided distribution
with c.d.f. \( F(x-\theta) \),

\[
F(x-\theta) = 0 \quad (x \leq \theta) \quad F(x-\theta) > 0 \quad (x > \theta)
\]

the location parameter \( \theta \) is estimated by means of \( n \) independent
observations. The density \( f(x-\theta) = f(y) \) exists and varies regularly
(at \( y = 0 \)) with exponent \( c-1 \):

\[
\lim_{y \to 0} f(ky)/f(y) = k^{c-1} \quad (\text{all } k > 0).
\]

The Kiefer (1952) variance bound for unbiased estimates \( t \) of \( \theta \) is,
in this situation,

\[
(1) \quad \inf_{t} V_{\theta}(t) = \sup_{\lambda} \frac{\left( \int_{0}^{\infty} h \, d\lambda(h) \right)^{2}}{\int_{(n)} \left( \int_{1}^{\infty} f(y_{1} - h) \, d\lambda(h) \right)^{2} \left( \prod_{1}^{n} f(y_{1}) \right)^{-1} \prod dy_{1}}
\]

where \( \lambda \) is the difference of two probability distribution functions.
(The more general case of \( \lambda \) as any function of bounded variation can
be reduced to the previous - cf. Kiefer (1952).)

In an earlier paper (Polfeldt (1967)), the author has shown that
this bound equals zero when \( c < \frac{1}{2} \). In this paper, we shall find a
closed expression for the limit (as $n \to \infty$) of \( \inf \mathcal{V}(t)/[F^{-1}(1/n)]^2 \), when \( \frac{1}{2} < c < 2 \) (section 2; see (4)). In section 3, we give an account of a numerical evaluation of this bound. The case $c = 2$ is treated in section 4. When $c > 2$, the situation can be considered as regular - cf. Blischke et al. (1968) and Blischke (1969b) - and the theory of Chernoff, Castwirth and Johns (1967) can be modified so as to apply. (No proof of this is given here, however.) A discussion of the results, with particular regard to the attainability of Kiefer's bound (cf. Barankin (1949), M. M. Rao (1965)) and to the author's previous work on best linear combinations of order statistics (Polfeldt (1969b)), is found in section 5.

An extension of the results to left one-sided distributions ($F(x-\theta) < 1$ (x < \theta), $F(x-\theta) = 1$ (x \geq \theta)) is obvious. An extension to biased estimates, or mean square error, is straightforward; some conditions on the bias will be necessary.

A slowly varying function (at $y = 0$) is a continuous, nonnegative function $L$ that satisfies

\[ \lim_{y \downarrow 0} L(ky)/L(y) = 1 \text{ (all fixed } k > 0) \]

Karamata (1930) (cf. Feller (1966), VIII.9) showed that $L(y)$ varies slowly at $y = 0$ if and only if

\[ L(y) = a(y) \exp \int_y^1 t^{-1} \epsilon(t) dt \]  

where $a(y) \to A \neq 0$ and $\epsilon(y) \to 0$ as $y \to 0$.

If $a(y) \equiv A$, $L(y)$ is a normalized slowly varying function.

**Definition.** We shall call $L(y)$ weakly normalized if there exists a
monotone function \( \Lambda(h) \) such that as \( h \to 0, \Lambda(h) \to \infty, h\Lambda(h) \to 0, \) and

\[
(3) \quad a(y(h)-h)/a(y(h)) = 1+o(h/y(h)) \quad (h \to 0)
\]

for any \( y(h) \) with \( h < y(h) < h\Lambda(h) \).

If \( f(y) = y^pL(y) \), \( f(y) \) varies regularly at \( y = 0 \) with exponent \( p \).

2. The Variance Bound.

**Theorem 1.** If

(i) there is a fixed number \( h_0 \) such that

\[
H = \{h|0 < h < h_0\} \cap \{h|h \neq 0, f(y) = 0 \implies f(y-h) = 0\} \cap
\]

\[
\{h|h+h \text{ is a possible parameter value}\}
\]

(ii) \( f(y) = cy^{c-1}L(y) \) varies regularly with exponent \( c-1 \), \( (c > 0) \) and the slowly varying function \( L(y) \) is weakly normalized

(iii) \( f(y-h)/f(y) = 1+O(h/y) \) (all \( y, h\Lambda(h) < y < \eta \), all \( h \in H \), \( \eta > 0 \) fixed, \( \Lambda(h) > 1 \) as in (3))

(iv) \( 0 < \lim_{h \to 0} h^{-2} \int_{\eta}^{\infty} \left(f(y-h)/f(y)-1\right)^2 f(y) dy \)

then, for \( 1/2 < c < 2 \), the Kiefer variance bound (1) fulfills

(as \( n \to \infty \))

\[
(4) \quad \inf V(t) \geq \mu_0 = a_n^2(1+o(1)) \sup_{\lambda} \frac{(\int_{0}^{\infty} s \, d\lambda(s))^2}{\int_{0}^{\infty} \int_{0}^{\infty} A(s,t) d\lambda(s) d\lambda(t)}
\]

3
where
\[ A(s,t) = \exp[\max(s^c, t^0) J(\min(s, t)/\max(s, t))]. \]

and

(5) \[ J(x) = x^{\Gamma(1+c)} \Gamma(2-c) \mathbf{F}_1(1-c, 2-c; 2; x). \]

For the proof, we need the following

**Lemma 1.** If \( L(y) \) is a weakly normalized slowly varying function at \( y = 0 \), if \( \Lambda(h) \) is defined as in (3), and if condition (iii) of the theorem holds, then for all \( y, h < y < \eta \)

\[ (1 - \frac{h}{y})^\kappa \leq \frac{L(y-h)}{L(y)} \leq (1 - \frac{h}{y})^{-\kappa}, \]

if \( h < y < h\Lambda(h) \), then \( \kappa = o(1) \) \( (h \to 0) \).

**Proof of Lemma 1.** We use the representation (2). Then

\[ \frac{L(y-h)}{L(y)} = \frac{a(y-h)}{a(y)} \exp \int_{y-h}^y t^{-1} \varepsilon(t) dt. \]

By the definition (3), if \( h < y < h\Lambda(h) \), \( a(y-h)/a(y) = 1 + o(h/y)^{\xi(1+h/y)^{\pm \kappa'}} \), where \( \kappa' \to 0 \) as \( h \to 0 \). On the other hand, when \( h\Lambda(h) < y < \eta \), condition (iii) gives \( a(y-h)/a(y) = 1 + o(h/y)^{\xi(1+h/y)^{\pm \kappa'}} \) with some \( \kappa' \).

Furthermore, for the integral in the exponent we have

\[ \int_{y-h}^y \leq \int_{y-h}^y \sup_{y-h < t < y} |\varepsilon(t)| \log y/(y-h) \leq \kappa'' \log y/(y-h) \]

(6) \[ \int_{y-h}^y \geq \inf_{y-h < t < y} \varepsilon(t) \log y/(y-h) \geq -\kappa'' \log y/(y-h), \]
if \( k'' = \max(\sup |e(t)|, |\inf e(t)|) \). When \( h < y < h \Lambda(h) \), the greatest possible argument for \( e \) tends to zero as \( h \to 0 \), and therefore \( k'' \to 0 \), or \( k'' = o(1) \). When \( h \Lambda(h) < y < \eta \), we can only assert \( k'' = o(1) \).

Raising \( e \) to the powers in (6) now gives the lemma.

**Remark.** The bounds

\[(7) \quad K_{\xi} (1-h/y)^{\xi} \leq \mathbb{L}(y-h)/\mathbb{L}(y) \leq K_{\xi}^{-1} (1-h/y)^{-\xi}\]

with some \( K_\xi \), with \( K_\xi = 1 \) if \( h < y < h \Lambda(h) \), and with \( \xi = \xi(\eta) \) arbitrarily small, can be obtained in a similar manner.

**Proof of Theorem 1.** We restrict our attention to the case \( 1/2 < c < 2 \).

Changing the integration order in the denominator of Kiefer's bound, we obtain

\[(8) \quad \int_0^\infty \int_0^\infty [\phi(h,k)]^n d\lambda(h) d\lambda(k)\]

with

\[\phi(h,k) = \int_{\max(h,k)}^{\infty} f(y-h)f(y-k)/f(y) dy .\]

Writing \( w = \max(h,k) \), \( \nu = \min(h,k) \), and observing that \( f(y-h)f(y-k) = f(y-w)f(y-v) = (f(y-w)-f(y))(f(y-v)-f(y)) + f(y)(f(y-w)+f(y-v)) - f^2(y) \),

we obtain

\[(9) \quad \phi(h,k) = 1 + F(w) - F(w-v) + \int_w^\infty \left( \frac{f(y-w)}{f(y)} - 1 \right) \left( \frac{f(y-v)}{f(y)} - 1 \right) f(y) dy .\]

Now, for the integral over \( \eta < y < \infty \) we have, according to condition (iv),
2\left[\int_{\eta}^{\infty} - \int_{\eta}^{\infty} \left(\frac{f(y-w)}{f(y)} - 1\right)^2 f(y) dy + \int_{\eta}^{\infty} \left(\frac{f(y-v)}{f(y)} - 1\right)^2 f(y) dy\right]
\begin{align*}
\Rightarrow \int_{\eta}^{\infty} \left(\frac{f(y-w)}{f(y)} - 1\right)^2 f(y) dy + \int_{\eta}^{\infty} \left(\frac{f(y-v)}{f(y)} - 1\right)^2 f(y) dy.
\end{align*}

(10)
\begin{align*}
= O(w^2 + v^2) \quad (w, v) \to 0.
\end{align*}

For small arguments \( y \), condition (ii) implies

(11)
\begin{align*}
F(y) = y^c L(y)(1 + o(1)) \quad (y \to 0).
\end{align*}

Introducing \( f(y) = cy^{c-1} L(y) \) in the integral over \( w < y < \eta \) in \( \Phi(h, k) \), (9), we obtain

(12)
\begin{align*}
\int_{\eta}^{\infty} \left(\frac{1-y}{y} - 1\right)^2 \frac{L(y-w)}{L(y)} - 1\right)^2 \frac{L(y-v)}{L(y)} - 1\right) cy^{c-1} L(y) \frac{L(w)}{L(w)} dy.
\end{align*}

Here, we need \( c > 1/2 \) for the integral to converge at \( y = w \).

We divide the integration interval into \( (w, w \Lambda(w)) \) and \( (w \Lambda(w), \eta) \)
(where \( \Lambda \to \infty \), \( w \Lambda \to 0 \) as \( w \to 0 \)) and apply lemma 1, including the remark (7). We also change variables, \( w/y = s \), and write \( v/w = x \), to obtain

\begin{align*}
\int_{\eta}^{\infty} \left[ (1-s)^{c-1-k} - 1\right][(1-sx)^{c-1+k} - 1]cs^{-1+k} dswL(w).
\end{align*}

The last of these two integrals is (since \( c < 2 \))

\begin{align*}
0(s^{1/\Lambda(w)} s^2 x^{c-1+k} c s^{-1+k} ds \cdot w^c L(w))
\end{align*}

\begin{align*}
= 0(\ln^2 w \Lambda(w)^{-2+c+k}) = o(F(w)),
\end{align*}

while in the first integral, \( \kappa \to 0 \) as \( w \to 0 \), and \( K_5 = 1 \), and therefore,
\[(13) \quad \int_{1/\Lambda(w)}^{1} \frac{1}{(1-s)^{c-1}-1} \frac{1}{((1-sx)^{c-1}-1)cs^{c-1}ds} F(w)(1+o(1)) = (w \to 0).\]

It is easy to show (e.g. by a series expansion of the factor \((1-sx)^{c-1}-1\)) that the right member of (13) equals (cf. (5))

\[(14) \quad F(w)(1+o(1))[(1-x)^{c-1}+x \frac{1}{\Gamma(1-c) \Gamma(2-c)} \frac{1}{\alpha^c} F_1(1-c,2-c;2;x)] = F(w)(1+o(1))[(1-x)^{c-1}+J(x)].\]

If we assemble the various parts of \(\Phi(h,k)\) from (9), (10) and (14), we find that

\[\Phi(h,k) = 1+F(w)J(x) + o(F(w)) + o(w^2 + v^2) + F(w)(1+o(1))[(1-x)^{c-1}] + F(w)-F(w-v).\]

The last line is simply

\[(1-x)^{c}F(w)(1+o(1)) - F(w-v).\]

Using (11) and the fact that \(x = v/w\), we obtain for small values of \(w\),

\[(1-x)^{c}w^{c}L(w)(1+o(1)) - w^{c}(1-x)^{c}L(w-v).\]

But lemma 1 can be applied to \(L(w-v)/L(w)\), to give

\[(15) \quad (1-x)^{c}w^{c}L(w)[1+o(1)] - (1-x)^{c}K.\]

When \(w \to 0\), we have \(K \to 0\), and so (15) is \(o(F(w))\). (For \(1-k<x<1\), we rely on the first factor, \((1-x)^{c}\).) Noting that when \(c<2\), also
0(u^2 + v^2) = o(F(w)) \text{, we obtain}

\[ \Phi(h, k) = 1 + F(w)J(x) + o(F(w)) \quad (w \to 0). \]

Now, introduce this expression in (8), and change the variables into

\[ h = a_n s, \quad k = a_n t; \quad \text{for convenience, write} \quad w = a_n W, \quad v = a_n V, \quad x = v/w = V/w. \]

Let \( W_o(n) \) depend on \( n \) in such a manner that \( W_o(n) \to \infty \ (n \to \infty), \)

\[ n^{-1}(W_o(n))^{2c+\delta} \to 0 \quad (n \to \infty) \quad (\text{where any} \ \delta > 0 \ \text{will do}). \]

Applying lemma, we find that for \( 0 < W < W_o(n), \)

\[ L(a_n W)/L(a_n) \geq W^{\pm K}, \]

where \( K \to 0 \) as \( n \to \infty. \) For these values of \( W, \)

\[ F(w) = F(a_n W) = a_n^c W^{\pm K} (L(a_n)/L(a_n)) \cdot L(a_n) = \]

\[ = W^{c+K}F(a_n)W^{-\pm K} = W^{c-K}/n, \]

and so

\[ (1 + F(w)J(x))^n = \exp[W^{c+K}J(x)](1 + o(W_o(n))^{2c+2K}/n)). \]

As long as the integrals converge, we then get (if \( \lambda(s) = \lambda(a_n s) \))

\[ \int_0^\infty \int_0^\infty [\Phi(h, k)]^n d\lambda(h) d\lambda(k) = \]

\[ = \int_0^{W_o} \int \exp[W^{c+K}J(x)]d\lambda(s)d\lambda(t)(1 + o(W_o^{2c+2K}/n)) \]

\[ + \int_{s > W_o} \int_{t > W_o} \Phi^n d\lambda(s)d\lambda(t) \]

\[ = \int_0^\infty \int \exp[W^{c+K}J(x)]d\lambda(s)d\lambda(t)(1 + o(1)) \quad (n \to \infty). \]
Since $\kappa$ can be arbitrarily small, the value of this integral will be

$$\int_0^\infty \exp(w^c J(x))d\lambda(s)d\lambda(t) (1+o(1)) \ (n \to \infty),$$

and the theorem is proved.

3. **Numerical Results.**

For the numerical solution of the supremum problem (4), we use the Rayleigh-Ritz procedure (cf. any textbook on numerical solution of variational problems, e.g. Berezin and Zhidkov (1965)). We also use the following

**Lemma 2.** The function $\lambda(s)$ that maximizes (4) can be discontinuous only at $s = 0$.

The proof will be found at the end of this section. In essence, $\lambda(s)$ is approximated by $\sum_0^P a_i G_i(s)$, where the $G_i$'s are chosen so that a) for any $\epsilon > 0$, and for $P$ large enough, there exist coefficients $[a_i]_0^P$ that make $|\lambda(s) - \sum_0^P a_i G_i(s)| < \epsilon$ uniformly in $s$, for the entire class of $\lambda$'s we want to consider - i.e., all continuous functions that are the difference of two probability measures, with a possible discontinuity at $s = 0$; and b) it is possible to calculate the quantities

$$\tag{16} b_{ij} = \int \int A(s,t)dG_i(s)dG_j(t).$$

We have chosen $G_0(s) = 0 \ (s < 0)$, $G_0(s) = 1 \ (s \geq 0)$, and $G_1(s) = \exp(-K_1 s^c) \ (s > 0)$, where the $K_1$ are positive numbers.
which will be stated later. In the integrals (16), we then have (for
\(i,j \geq 1\))
\[
\iint_{s < t} = \int_0^{\infty} \int_0^{1} \exp(t^c J(x))K_iK_j e^{2c-1}x^{c-1} \exp(-t^2(K_i^c + K_j^c))dxdt
\]
\[
= K_iK_j \int_0^1 [K_i^c + K_j^c - J(y^c)]^{-2}dy = I_{ij}
\]
(17)
provided that \(K_i^c + K_j^c - J(y^c) > 0 \) (0 < y < 1), or \(\min(K_i^c) > J(y^c)/(1+y)\).
Since this function of \(y\) increases in \((0,1)\) for all \(c < 2\), this condition amounts to
\[
\min(K_i^c) > J(1)/2 = r(2-c)r(2c-1)/(2r(c)).
\]
The \(K_i^c\) 's that have been used are in fact \(K_{i+4} = (1+i)J(1)/2\)
(i=1,2,\ldots) - these \(G_i^c\) 's themselves together with \(G_0^c(s)\) fulfill
the condition a) above - plus a few extra \(K\)-values: \(K_i = (1+2^{-5+i})J(1)/2\)
(i=1,2,3,4).

We thus have (from (16) and (17))
\[
b_{0i} = b_{io} = 1 \quad (i=0,1,\ldots)
\]
\[
b_{ij} = I_{ij} + I_{ji} \quad (i,j \geq 1).
\]

The integrals (17) have been calculated numerically. When we introduce
\(\sum_0^P a_iG_i(s)\) for \(\lambda(s)\) in (4), we have reduced the problem to finding (in
a matrix notation)
\[
\mu_o(p) = \sup_a t^D a/a^T b
\]
if \(a^T = (a_0,a_1,\ldots,a_p)\); \(D = (d_{ij}) = (\delta_i \cdot \delta_j)\) with \(\delta_o = 0,\)
\(d_i = \int_0^\infty sG_i(s) = r(1+\alpha)K_i^\alpha\) (i \geq 1), and \(B = (b_{ij})\).
This is a standard problem - $\mu_0^{(p)}$ is the largest number $\mu$ that satisfies

$$Da = \mu Ba,$$

and $a$ is the corresponding eigenvector of $B^{-1}D$. In our case, both $D$ and $B$ are symmetric and $B$ is positive definite, and there exist good techniques for solving this so-called generalized eigenvalue problem without considering explicitly the matrix $B^{-1}D$. In the computer program, we used the subroutines GEIGEN and EIGEN from the collection of scientific subroutines distributed by the Argonne National Laboratories. The theoretical background of these subroutines is described, i.e., in Wilkinson (1965). (pp. 337ff., 290ff., 299ff.)

The following values for $\mu_0$ were calculated (Table 1). Generally, less than 10 G's were needed to obtain convergence of $\mu_0^{(p)}$ to $\mu_0$. As a comparison, we quote the number $V(\infty) = (2\alpha - 1)\Gamma(1/2\alpha)/2\alpha (\alpha = 1/c)$ which represents the best variance attainable by an estimator which is linear in the (ordered) observations - cf. Polfeldt (1969b).
TABLE 1. Values of Kiefer's Variance Bound

<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>0.51</td>
<td>0.53</td>
<td>0.55</td>
<td>0.60</td>
<td>0.70</td>
<td>0.75</td>
</tr>
<tr>
<td>c</td>
<td>1.96</td>
<td>1.89</td>
<td>1.82</td>
<td>1.67</td>
<td>1.43</td>
<td>1.33</td>
</tr>
<tr>
<td>μ₀</td>
<td>0.0180</td>
<td>0.0496</td>
<td>0.0788</td>
<td>0.1494</td>
<td>0.3083</td>
<td>0.3992</td>
</tr>
<tr>
<td>V(∞)</td>
<td>0.0198</td>
<td>0.0581</td>
<td>0.0951</td>
<td>0.1836</td>
<td>0.3549</td>
<td>0.4431</td>
</tr>
<tr>
<td>μ₀/V(∞)</td>
<td>0.9091</td>
<td>0.8539</td>
<td>0.8284</td>
<td>0.8135</td>
<td>0.8688</td>
<td>0.9009</td>
</tr>
</tbody>
</table>

<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>0.90</td>
<td>1.00</td>
<td>1.10</td>
<td>1.20</td>
<td>1.25</td>
<td>1.30</td>
</tr>
<tr>
<td>c</td>
<td>1.11</td>
<td>1.00</td>
<td>0.91</td>
<td>0.83</td>
<td>0.80</td>
<td>0.77</td>
</tr>
<tr>
<td>μ₀</td>
<td>0.7307</td>
<td>1.0000</td>
<td>1.2957</td>
<td>1.5987</td>
<td>1.7439</td>
<td>1.8790</td>
</tr>
<tr>
<td>V(∞)</td>
<td>0.7451</td>
<td>1.0000</td>
<td>1.3222</td>
<td>1.7390</td>
<td>1.9940</td>
<td>2.2874</td>
</tr>
<tr>
<td>μ₀/V(∞)</td>
<td>0.9807</td>
<td>1.0000</td>
<td>0.9800</td>
<td>0.9193</td>
<td>0.8746</td>
<td>0.8215</td>
</tr>
</tbody>
</table>

<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>1.40</td>
<td>1.45</td>
<td>1.50</td>
<td>1.55</td>
<td>1.00</td>
<td>1.65</td>
</tr>
<tr>
<td>c</td>
<td>0.71</td>
<td>0.69</td>
<td>0.67</td>
<td>0.65</td>
<td>0.63</td>
<td>0.61</td>
</tr>
<tr>
<td>μ₀</td>
<td>2.0986</td>
<td>2.1724</td>
<td>2.2161</td>
<td>2.2243</td>
<td>2.1936</td>
<td>2.1313</td>
</tr>
<tr>
<td>V(∞)</td>
<td>3.0177</td>
<td>3.4720</td>
<td>4.0000</td>
<td>4.6150</td>
<td>5.3327</td>
<td>6.1719</td>
</tr>
<tr>
<td>μ₀/V(∞)</td>
<td>0.6954</td>
<td>0.6257</td>
<td>0.5540</td>
<td>0.4820</td>
<td>0.4113</td>
<td>0.3454</td>
</tr>
</tbody>
</table>

<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>1.75</td>
<td>1.80</td>
<td>1.85</td>
<td>1.90</td>
<td>1.95</td>
<td>1.97</td>
</tr>
<tr>
<td>c</td>
<td>0.57</td>
<td>0.56</td>
<td>0.54</td>
<td>0.53</td>
<td>0.51</td>
<td>0.51</td>
</tr>
<tr>
<td>μ₀</td>
<td>1.8691</td>
<td>1.4730</td>
<td>0.9044</td>
<td>0.2115</td>
<td>0.0344</td>
<td>0.0158</td>
</tr>
<tr>
<td>μ₀/V(∞)</td>
<td>0.2250</td>
<td>0.1524</td>
<td>0.0803</td>
<td>0.0161</td>
<td>0.0022</td>
<td>0.0010</td>
</tr>
</tbody>
</table>

(The diagrams on page 13 were drawn on the basis of these data.)
For some c-values, the coefficients \( \{a_i\} \) of the approximation \( \sum_o^D a_i G_i(s) \) of the maximizing function \( \lambda \) are listed in Table 2. The coefficients are normed so that

\[
\sum (a_i > 0) a_i = 1, \quad \sum (a_i < 0) a_i = -1,
\]

thus offering one possibility of expressing \( \lambda \) as a difference of two probability measures. For some values of \( c \) (close to \( c = 1 \)), it was noted that \( \sum_o^D a_i G_i(s) \) was very well approximated by \( (1-\exp(-Kc^s)) - G_0(s) \) (if the norming \( a_o = -1 \) is carried out). In the program, it was found convenient to use the formula \( K_i = (1+2^{-5+1})J(1)/2 \) throughout, starting with \( i = 8 \). Thus, some of the \( G_i(s) \) were not actually included in the calculations reported here. (In others they were, with no change in the results of Table 1.)
**TABLE 2**

$a_i$ is the coefficient for $G_i(s) = 1 - \exp(-K_i s^C)$; $K_i$ as on page 10; $J=J(1)$

<table>
<thead>
<tr>
<th></th>
<th>$a_0$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$a_5$</th>
<th>$a_6$</th>
<th>$a_7$</th>
<th>$a_8$</th>
<th>$a_9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.379</td>
<td>0.251</td>
<td>0.000</td>
<td>0.755</td>
<td>0.771</td>
<td>0.781</td>
<td>0.205</td>
<td>0.178</td>
<td>0.214</td>
<td>0.228</td>
</tr>
<tr>
<td>$\beta$</td>
<td>1.000</td>
<td>0.801</td>
<td>0.385</td>
<td>0.636</td>
<td>0.796</td>
<td>0.417</td>
<td>0.154</td>
<td>0.076</td>
<td>0.213</td>
<td>0.039</td>
</tr>
</tbody>
</table>
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We conclude this section by the

**Proof of Lemma 2.** From the theory of the calculus of variations, it is known that the maximizing \( \lambda \) in (4) must fulfill

\[
\int_0^\infty A(s,t)d\lambda(s) = \text{const} \cdot t \quad (\text{for all } t).
\]

Now assume that \( \lambda = \lambda_c + \lambda_d \), where \( \lambda_c \) is absolutely continuous with derivative \( \ell_c \), and \( \lambda_d \) is discrete, with discontinuities of size \( S_i \) at the points \( s = \sigma_i \) \((i=1,2,\ldots)\). Then, we can write (18) as

\[
\text{const} \cdot t = \int_0^\infty A(s,t)\ell_c(s)ds + \sum_i S_i A(\sigma_i,t).
\]

Let \( D \) denote differentiation with respect to \( t \). Then,

\[
D(\text{const} \cdot t) = \text{const} = \int_0^\infty D A(s,t)\ell_c(s)ds + \sum_i DA(\sigma_i,t).
\]

Now,

\[
DA(s,t) = \begin{cases} 
 s^{c-1}J(t/s)\exp(s^c J(t/s)) & 0 < t < s \\
 s^{c-1}(sJ(s/t)-s^{c-1}J'(s/t))\exp(t^c J(s/t)) & t > s > 0.
\end{cases}
\]

It is easy to establish that \( J(x) \sim J(1)-K(1-x)^{2c-1} \) \((x \to 1)\), and that \( J'(x) \sim K(1-x)^{2c-2} \) \((x \to 1)\). For \( c < 1 \), the right side of (19) will then be the sum of a continuous function \((J'(t/s))\) and \(J'(s/t)\) are integrable at \( s=t \) and a discontinuous function

---
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(at \( t = \sigma_i \)), and (19) cannot be satisfied at \( t = \sigma_i \), unless \( \delta_i = 0 \). Only for \( \sigma_i = 0 \) does this argument not apply, since \( DA(0, t) = D(1) = 0 \). When \( c > 1 \), we can perform one more differentiation with respect to \( t \). In this case also \( J''(x) \) and \((J'(x))^2\) are integrable at \( x = 1 \), and the result follows in the same way as before.

4. The Case \( c = 2 \).

For easier display, we shall restrict our attention to \( f(y) = y L_1(y) \) with a normalized slowly varying \( L_1(y) \). A scrutiny of the proof will reveal that some (but not all) weakly normalized \( L_1(y) \) can be covered by the same proof.

The case where \( T(x) \to \text{const} (x \to 0) \) (cf (iii') below) can be considered regular in as much as the best variance is of the exact order \( n^{-1} \) in this case; much stronger results can be found along the lines of Blischke et al. (1968) and Blischke (1969b). The author intends to treat this problem in another context.

**Theorem 2.** Under the conditions (i) and (iv) of theorem 1, if also

(ii') \( f(y) = 2yL(y) = y L_1(y) \) with normalized slowly varying \( L_1(y) \)

(iii') \( T(x) = \int_x y^{-1} L_1(y) dy \to \infty \) (\( x \to 0 \))

and if \( G(x) = x^{2}T(x), \ A_n = G^{-1}(1/n) \),

then the Kiefer variance bound (1) is

\[
\inf V(t) = A_n^2(1 + o(1)) \sup_\lambda \frac{\left( \int_0^\infty s d\lambda(s) \right)^2}{\int_{\text{est}} d\lambda(s) d\lambda(t)} = A_n^2(1 + o(1))
\]
Proof. The proof of theorem 1 can be followed up to and including (12). The integration domain is divided into \((w, k(w))\) and \((k(w), \eta)\), where \(k\) fulfills

\[
\begin{align*}
    \text{(20)} & \quad k(w) > w, \quad k(w) \to 0 \text{ as } w \to 0, \\
    & \quad T(k(w))/T(w) \to 0 \text{ as } w \to 0.
\end{align*}
\]

We apply lemma 1 to \(L(y-w)/L(y)\) and \(L(y-v)/L(y)\) in (12). Retaining the meaning of \(\kappa''\) from (6), we obtain

\[
\int_0^1 \left(1 - \frac{y}{y} \right)^{1+k''} - 1 \left(1 - \frac{y}{y} \right)^{1+k''} - 1 \right) y L_1(y) \, dy.
\]

In \((w, k(w))\), \(k'' \to 0\) (since \(k(w) \to 0\)), and thus

\[
\begin{align*}
    \int_w^k \frac{k(w)}{w} \, dy & = \int_w^k \frac{k(w)}{w} \, dy = 1 + o(1) \quad (w \to 0) \\
    & = w v T(w) (1 + o(1))
\end{align*}
\]

(due to the conditions (20)). In \((k(w), \eta)\), on the other hand, we obtain for the same reason

\[
\int_0^k \frac{\eta}{k(w)} \, dy = o(\int_0^\eta \frac{y}{k(w)} \, dy) = o(v w T(w))
\]

Thus, from (9),

\[
\Phi(h, k) = 1 + o(w^2 L_1(w) + (w-v)^2 L_1(w-v)) + w v T(w) (1 + o(1)) + o(v^2 + w^2)
\]

\[
= 1 + w v T(w) + o(v w T(w)) \quad (w \to 0).
\]
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Introducing \( x, V, W \) by \( v = xw \), \( w = A_n W \), \( v = A_n V \),

\[ \phi(h, k) = 1 + xW^2/n + o(xW^2/n) . \]

Introducing this in (8), which as we noted is valid also in this case, and proceeding as in the last part of the proof of theorem 1, we obtain the variance bound

\[ A_n^2(1 + o(1))(\int s d\bar{\lambda}(s))^2/\int e^{xW^2} d\bar{\lambda}(s) d\bar{\lambda}(t) . \]

But \( xW^2 = VW = \min(s, t) \cdot \max(s, t) = st \).

Finally, standard methods from the calculus of variation will give

\[ \sup_\lambda(\int_0^\infty s d\bar{\lambda}(s))^2/\int_0^\infty e^{st} d\bar{\lambda}(s) d\bar{\lambda}(t) = 1 \]

(with \( \bar{\lambda}(s) = \lim_{h \to 0} h^{-1}[G_o(s-h)-G_o(s)] \), where \( G_o(s) \) is defined as in section 2.) The theorem is proved.

For \( c = 2 \) (and \( T(x) \to \infty \)), the Kiefer bound is asymptotically attainable. The estimate that attains it is asymptotically normally distributed; it is derived by the author (Polfedt (1969b)).

For the calculation of \( A_n \), cf. Polfeldt (1969a).

5. Discussion of the Results.

A previous report by the author (Polfedt (1969b)) has already been mentioned, and its result on the variance \( V(\infty) \) of the best linear estimates is reported in Table 1. There can be two reasons for the discrepancy (cf. Figure 2) between the Kiefer bound, \( \mu_o \), and \( V(\infty) \).
One is that linear estimates are not the best in the non-regular situation we are dealing with, except in the special case \( c=1 \) and the border case \( c=2 \). This point of view is supported by the expression for the Pitman estimate,

\[
t_p = \int \prod f(x_i - \theta) d\theta / \prod f(x_i - \theta) d\theta ,
\]

which is generally not linear in the observations (or the ordered observations) — but it is known to be the best location invariant estimate. Blischke et al. (1968) have worked along these lines, but as far as the author can see, without yet coming below \( V(\omega) \). If the best location invariant estimate is non-linear, we cannot hope to approximate it by a linear estimate in the non-regular case, where loosely speaking the first few order statistics contain almost all the information. A further reason against the linear estimates is the fact first noticed by Blischke (1969a), that when \( c > 1 \), \( P(t > \min(x_i)) > K_1 > 0 \) for the best linear estimates \( t \).

Another possible reason for \( V(\omega) - \mu_o \) to be positive is that the Kiefer bound may not be attainable. It is, however, locally attainable. In fact, following Barankin (1949), though his proof does not apply directly, it is easy to show that for \( \theta = \theta_o \), the estimate

\[
t_L = \int \prod \left( f(x_i - \theta) / f(x_i - \theta_o) \right) d\lambda_o(\theta) + \theta_o
\]

(where \( \lambda_o \) is the function that gives supremum in (4)) has \( V_{\theta_o}(t_L) = \mu_o \).

The possibility of attaining the Kiefer bound globally must however be left open to doubt, on the following grounds. Firstly, we
require from our estimates $t$ that $E_\theta(t) = \theta$ — but, as is seen by going through the steps of Kiefer’s proof (Kiefer (1952)), when we obtain the expression $\inf_t V_{\theta_o}(t) \geq \mu_o$, we only require $E_\theta(t) = \theta$ for $\theta > \theta_o$. Theoretically, for $\theta < \theta_o$, $E_\theta(t)$ could be anything — and the bound might be attainable only in this wider class of estimates. Secondly, and more importantly, the Kiefer bound tends to zero as $c \downarrow 1/2$. However, there are other bounds, e.g. the one constructed by the author (Polfeldt (1967), (1968)) that are positive for $c \leq 1/2$. For continuity reasons they are also positive for $c = 1/2 + \epsilon$, and it is conceivable that they may be greater than the Kiefer bound in a considerable part of $1/2 < c < 2$.

Thus, both the possible explanations for the difference between $V(\omega)$ and $\mu_o$ seem plausible. The author plans further work on these lines.
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Evaluation of Kiefer's Variance Bound in a Non Regular Case

For a one-sided distribution defined by the density $f(x-\theta) = (x-\theta)^{c-1}L(x-\theta)$ ($x > \theta$, $f(x-\theta)=0$, $x < \theta$), where $L(x-\theta)$ varies slowly at $x=\theta$, we estimate the unknown location parameter $\theta$ by means of $n$ independent observations. The estimate is unbiased. When $1/2 < c < 2$, the variance bound of Kiefer (Ann. Math. Stat., 23, 627-629 (1952)) is found to be equal to (as $n \to \infty$)

$$\mu_n = a_n^2 \frac{1}{n} \sup_\lambda \left( \int_0^\infty s \lambda(s)ds \right)^2 \int_0^\infty \Lambda(s,t)ds \lambda(s)dt$$

where $a_n$ is defined by $\int_0^\infty f(y)dy = 1/n$; $\lambda(s)$ is the difference between two probability measures, and $\Lambda(s,t) = \exp(\max(s^c,t^c)J(\min(s,t)/\max(s,t)))$ with $J(x) = x^c(1+c)(2-c)2^{c-1}(1-c,2-2c;2|x)$. The supremum is then calculated numerically. The case $c=2$ is treated separately. The case $c>2$ can be considered as regular; when $0 < c < 1/2$, the Kiefer bound is zero. Let $V(\omega)$ be the variance of the best linear combination of the ordered observations. The fact that $\mu_n/V(\omega) < 1$ (except for $c=1$ and $c=2$) is discussed.
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