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1. **Summary and Introduction**

In a previous paper [5], a measure $S$ was described which indicates how well one may discriminate between two normal multivariate distributions using a linear discriminant function. This measure, when applied to an example in design of experiments, led to a somewhat unexpected conclusion.

Briefly, suppose that under $H_1$, $X$ is a $N(1,1)$ random variable and $Y$ is independently $N(1,9)$ where $N(\mu,\sigma^2)$ represents the normal distribution with mean $\mu$ and variance $\sigma^2$. Under $H_2$, $X$ is $N(-1,9)$ and $Y$ is independently $N(-1,1)$. The statistician who wishes to discriminate between $H_1$ and $H_2$ is permitted $n$ observations on $X$. In addition he is given a choice between $n$ more observations on $X$ or $n$ observations on $Y$. Applying the measure $S$ he is led to prefer the unbalanced choice of $2n$ observations on $X$ to the balanced one of $n$ observations on each $X$ and $Y$. Thus it appears that if his first observations are more precise under $H_1$ than $H_2$, there is a premium on taking additional observations which are more precise under $H_1$ than $H_2$. 
Is this result a consequence of restricting attention to linear
discriminant functions? In this paper we extend the measure to \( T \)
which is appropriate for using the likelihood-ratio test. It is shown
that using \( T \) there still is a premium for the unbalanced choice.

Section 4 contains a brief discussion of the Kullback-Leibler
information numbers and how they relate to \( S \) and \( T \).

2. The Measure \( S \)

Becker [2] suggested that

\[
S = \frac{|\mu_1 - \mu_2|}{\sigma_1^2 + \sigma_2^2}
\]

is a useful measure of separation between two distributions \( F_i \) with
mean \( \mu_i \) and variance \( \sigma_i^2 \), \( i = 1, 2 \). This measure appeared in [3],
and the multivariate extension

\[
S = \sup_{b \neq 0} \frac{|b'(\mu_1 - \mu_2)|}{(b'\Sigma_1 b)^{1/2} + (b'\Sigma_2 b)^{1/2}}
\]

(2.1)

was shown to be relevant in discriminating between two multivariate
normal distributions \( F_i = N(\mu_i, \Sigma_i) \), \( i = 1, 2 \) when linear discriminant
functions are used. In that case the linear discriminant function which
minimizes the maximum error probability consists of selecting \( F_1 \) if

\[
b'_o X > \frac{(b'_o\Sigma_1 b'_o)^{-1/2}\mu_1 + (b'_o\Sigma_2 b'_o)^{-1/2}\mu_2}{(b'_o\Sigma_1 b'_o)^{-1/2} + (b'_o\Sigma_2 b'_o)^{-1/2}}
\]
where \( b_0 \) is the vector which minimizes the expression in (2.1). The corresponding error probabilities are

\[
\varepsilon_1 = \varepsilon_2 = \Phi(-S).
\]

If \( X \) is replaced by the sample mean of \( n \) independent observations, then the error probabilities approach zero exponentially fast in \( n \). In fact, the error probabilities are

\[
(2.2) \quad \varepsilon_{1n} = \varepsilon_{2n} = \Phi(-\sqrt{n}S) \approx \frac{1}{\sqrt{2\pi nS^2}} e^{-nS^2/2}.
\]

The following theorem, presented in [5], is essentially a restatement of results in [1] and [6]. It may be derived by applying the method of Lagrange multipliers to the relatively simple calculation of \( S \) for the multivariate distributions \( N(\mu_i, \Sigma_i), i = 1, 2, \delta = \mu_1 - \mu_2 \).

We assume that the \( \Sigma_i \) are positive definite.

**Theorem 1:**

\[
(2.3) \quad S^2 = t(1-t)\delta \Sigma^{-1} \delta
\]

where

\[
(2.4) \quad \Sigma = t \Sigma_1 + (1-t) \Sigma_2,
\]

and \( t \) is the unique solution between \( 0 \) and \( 1 \) of

\[
(2.5) \quad R(t) = \delta \Sigma^{-1} [t^2 \Sigma_1 - (1-t)^2 \Sigma_2] \Sigma^{-1} \delta = 0.
\]
The optimal value of \( b \) is given by

\[(2.6) \quad b_0 = \Sigma^{-1}\delta \]

and is unique up to a multiplicative constant. Furthermore,

\[(2.7) \quad |b_0'\delta| = 8'\Sigma^{-1}\delta = 8^2/t(1-t) \]

and

\[(2.8) \quad t^2b_0'\Sigma_1b_0 = (1-t)^2b_0'\Sigma_2b_0 = 8^2 \]

The fact that

\[(2.9) \quad \frac{dR}{dt} = 2\delta'\Sigma_1^{-1}\Sigma_1\Sigma_2^{-1}\Sigma_2\Sigma_1^{-1}\delta > 0 \quad \text{for} \quad \delta \neq 0 \]

permits us to apply the Newton iterative technique where an approximation \( t^* \) to \( t \) is improved to

\[
t^{**} = t^* - \left[ \frac{dR(t^*)}{dt} \right]^{-1} R(t^*) \]

Theorem 1 presents \( S^2 \) as a multiple of \( \delta'\Sigma^{-1}\delta \) which may be regarded as a Mahalanobis distance with respect to the weighted average \( \Sigma \) of the two covariance matrices \( \Sigma_1 \) and \( \Sigma_2 \). Note that if \( \Sigma_1 = \Sigma_2 \), the minimizing value of \( t \) is 0.5, \( \Sigma = \Sigma_1 = \Sigma_2 \) and \( S^2 = (\delta'\Sigma^{-1}\delta)/4 \).

Suppose \((X,Y)\)' is \( N(\mu_i, \Sigma_i) \) under \( H_i, i = 1,2 \), where \( \mu_1 = (1,1) \), \( \mu_2 = (-1,-1) \), \( \Sigma_1 = (1 0 \ 0 9) \), and \( \Sigma_2 = (9 0 \ 0 1) \). Then \( S^2 \) corresponding to \( X \) is 0.25, while \( S^2 \) corresponding to \((X,Y)\) is 0.40. Applying (2.2) the exponential rate at which the error probabilities approach zero as the sample size approaches \( \omega \) is determined by \( S^2 = 0.25 \) per..
observation for $X$ and $S^2/2 = 0.20$ per observation for $(X,Y)$ if $(X,Y)$ counts for two observations.

This illustration can be interpreted by the remark in the introduction to the effect that when using linear discriminant functions, the fact that some of the data are more precise under $H_1$ than under $H_2$ implies that there is a premium on additional data of the same sort rather than on data which are more precise under $H_2$ than under $H_1$. This remark is relevant in the nonsequential case where the choice of data to be observed is to be made before any data are gathered.

Is this phenomenon due to the fact that the linear discriminant function neglects relevant information? Would it disappear if one applied the likelihood-ratio test? To answer this question we proceed to Section 3.

3. The Measure $T$

In [3] it was shown that if the likelihood-ratio is selected to minimize $L_1 \log \epsilon_{1n} + \lambda \epsilon_{2n}$ for fixed $\lambda > 0$ or to minimize $\max(\epsilon_{1n}, \epsilon_{2n})$ on the basis of $n$ independent observations on $X$ with density $f_i(x)$ under $H_i$, $i = 1, 2$, then

$$\lim [n^{-1} \log \epsilon_{1n}] = -I$$

where

$$I = -\log \inf_{t \leq 1} \int_{1-t}^{t} f_1^{-t}(x)f_2^{t}(x)dx.$$
Furthermore, the test which decides according to the sign of the logarithm of the likelihood-ratio attains error probabilities satisfying (3.1). Thus comparison with (2.3) shows that $S^2/2$ is comparable to $I$ or that $T$, defined by

\[(3.3) \quad I = T^2/2,\]

is comparable to $S$ as a measure of separation between two distributions.

The following theorem characterizes $T$ for two distinct multivariate normal distributions with positive definite matrices.

**Theorem 2:**

\[(3.4) \quad T^2 = \sup_{0 \leq t \leq 1} \left\{ t(1-t)\delta^t \Sigma^{-1} \delta + \log \left| \frac{\Sigma}{\Sigma_1^{1-t} \Sigma_2^{t-1}} \right| \right\} \]

where

$$\Sigma = t\Sigma_1 + (1-t)\Sigma_2$$

and if the expression in braces in (3.4) is $H(t)$,

\[(3.5) \quad H'(t) = \delta^t \Sigma^{-1} [(1-t)\Sigma_2^t + t\Sigma_1^t] \Sigma^{-1} \delta + \log |\Sigma_1^{-1} \Sigma_2^{-1}| + \text{tr}[(\Sigma_1^{-1} - \Sigma_2^{-1}) \Sigma^{-1}] \]

and

\[(3.6) \quad H''(t) = -2\delta^t \Sigma^{-1} \Sigma_1^{-1} \Sigma_2^{-1} \delta - \text{tr}[(\Sigma_1^{-1} - \Sigma_2^{-1}) \Sigma^{-1} (\Sigma_1^{-1} - \Sigma_2^{-1})] < 0 . \]

Before deriving this result we remark that the concavity of log determinant implies that $T^2 > S^2$ which is anticipated from the fact
that the likelihood-ratio test is at least as good as the best linear
discriminant function. This theorem leads to a computational procedure
for $T^2$ which is very little different from that indicated for $S^2$
and only slightly more involved.

Proof:

$$f_{1}^{1-t} f_{2}^{t} = (2\pi)^{-k/2}|\Sigma_{1}|^{-1/2} |\Sigma_{2}|^{-t/2} \exp\left[\frac{-1}{2} \left((1-t)(x-\mu_{1})'\Sigma_{1}^{-1}(x-\mu_{1})
+ t(x-\mu_{2})'\Sigma_{2}^{-1}(x-\mu_{2})\right)\right].$$

Completing the square, the expression in the square brackets may be
written as

$$(x-\mu)'A(x-\mu) + c$$

where by matching coefficients we have

(3.7a) \hspace{1cm} A = (1-t)\Sigma_{1}^{-1} + t\Sigma_{2}^{-1}

(3.7b) \hspace{1cm} A\mu = (1-t)\Sigma_{1}^{-1}\mu_{1} + t\Sigma_{2}^{-1}\mu_{2}

and

(3.7c) \hspace{1cm} \mu'A\mu + c = (1-t)\mu_{1}'\Sigma_{1}^{-1}\mu_{1} + t\mu_{2}'\Sigma_{2}^{-1}\mu_{2} .

Then

(3.8) \hspace{1cm} \int f_{1}^{1-t}(x)f_{2}^{t}(x)dx = |\Sigma_{1}|^{-(1-t)/2} |\Sigma_{2}|^{-t/2} |A|^{-1/2} e^{-c/2} .
We have

\begin{equation}
\Sigma_1 A \Sigma_2 = \Sigma_2 A \Sigma_1 = \Sigma = t \Sigma_1 + (1-t) \Sigma_2
\end{equation}

\[ \mu' A \mu = [(1-t) \mu_1^{(1)} \Sigma_1^{(-1)} + t \mu_2^{(1)} \Sigma_2^{(-1)}] A^{-1} [(1-t) \Sigma_1^{(-1)} \mu_1 + t \Sigma_2^{(-1)} \mu_2] \]

and

\[ c = (1-t) \mu_1^{(1)} \Sigma_1^{(-1)} \mu_1 - (1-t)^2 \mu_1^{(1)} \Sigma_1^{(-1)} A^{-1} \Sigma_1^{(-1)} \mu_1 + t \mu_1^{(1)} \Sigma_1^{(-1)} A^{-1} \Sigma_2^{(-1)} \mu_2 - t^2 \mu_2^{(1)} \Sigma_2^{(-1)} A^{-1} \Sigma_2^{(-1)} \mu_2 - t(1-t)[\mu_1^{(1)} \Sigma_1^{(-1)} A^{-1} \Sigma_2^{(-1)} \mu_2 + \mu_2^{(1)} \Sigma_2^{(-1)} A^{-1} \Sigma_1^{(-1)} \mu_1] . \]

Now

\[ A^{-1} = \Sigma_1 \Sigma_2^{(-1)} = \Sigma_2 \Sigma_1^{(-1)} \]

\[ \mu_1^{(1)} \Sigma_1^{(-1)} \mu_1 = \mu_1^{(1)} \Sigma_1^{(-1)} (t \Sigma_1 + (1-t) \Sigma_2) \Sigma_1^{(-1)} \mu_1 = t \mu_1^{(1)} \Sigma_1^{(-1)} \mu_1 + (1-t) \mu_1^{(1)} \Sigma_2 \Sigma_1^{(-1)} \mu_1 \]

\[ \mu_1^{(1)} \Sigma_1^{(-1)} A^{-1} \Sigma_1^{(-1)} \mu_1 = \mu_1^{(1)} \Sigma_1^{(-1)} \Sigma_2 \Sigma_1^{(-1)} \mu_1 \]

\[ \Sigma_1^{(-1)} A^{-1} \Sigma_1^{(-1)} = \Sigma_2 \Sigma_1^{(-1)} \Sigma_2 \Sigma_1^{(-1)} = \Sigma_1^{(-1)} . \]

By symmetry with respect to the interchange of 1 with 2 and t with (1-t), it follows that

\[ c = t(1-t)[\mu_1^{(1)} \Sigma_1^{(-1)} \mu_1 + \mu_2^{(1)} \Sigma_1^{(-1)} \mu_2 - \mu_1^{(1)} \Sigma_1^{(-1)} \mu_2 - \mu_2^{(1)} \Sigma_1^{(-1)} \mu_1] \]

\begin{equation}
(3.10) \quad c = t(1-t) \delta' \Sigma^{(-1)} \delta
\end{equation}

Applying (3.9) and (3.10) to (3.8) we have

\[ \log[\int_1 f_1^{1-t}(s) f_2^t(x) dx] = \frac{1}{2} H(t) \]
where
\[ H(t) = t(1-t)\delta\Sigma^{-1}\delta + \log \frac{|\Sigma|}{|\Sigma_1|^t|\Sigma_2|^{1-t}}. \]

We recall the expansions
\[ (A+h\Delta)^{-1} = A^{-1} - hA^{-1}\Delta A^{-1} + h^2A^{-1}\Delta A^{-1}\Delta A^{-1} + \cdots \]
\[ \log|A+h\Delta| = \log|A| + h\text{tr}(A^{-1}\Delta) - \frac{h^2}{2}\text{tr}(A^{-1}\Delta A^{-1}\Delta) + \cdots \]
from which it follows that
\[ H'(t) = (1-2t)\delta\Sigma^{-1}\delta - t(1-t)\delta\Sigma^{-1}(\Sigma_1-\Sigma_2)\Sigma^{-1}\delta \]
\[ + \text{tr}[\Sigma^{-1}(\Sigma_1-\Sigma_2)] + \log|\Sigma_1^{-1}\Sigma_2| \]
and
\[ H''(t) = -2\delta\Sigma^{-1}\delta - 2(1-2t)\delta\Sigma^{-1}(\Sigma_1-\Sigma_2)\Sigma^{-1}\delta + 2t(1-t)\delta\Sigma^{-1}(\Sigma_1-\Sigma_2)\Sigma^{-1}(\Sigma_1-\Sigma_2)\Sigma^{-1}\delta \]
\[ - \text{tr}\Sigma^{-1}(\Sigma_1-\Sigma_2)\Sigma^{-1}(\Sigma_1-\Sigma_2). \]

Using
\[ \Sigma^{-1} = \Sigma^{-1}(t\Sigma_1+(1-t)\Sigma_2)\Sigma^{-1} \]
in the first term for \( H'(t) \) yields (3.5). To obtain (3.6), use the above relation for the second \( \Sigma^{-1} \) as well as
\[ \Sigma^{-1} = \Sigma^{-1}(t\Sigma_1+(1-t)\Sigma_2)\Sigma^{-1}(t\Sigma_1+(1-t)\Sigma_2)\Sigma^{-1} \]
in the first term in the expression for \( H'' \), yielding
$$H''(t) = -2\delta \Sigma^{-1}(t \Sigma^{-1} \Sigma_2 + (1-t) \Sigma_2 \Sigma^{-1} \Sigma_1) \Sigma^{-1} \delta - \text{tr}[\Sigma^{-1}(\Sigma_1 - \Sigma_2) \Sigma^{-1}(\Sigma_1 - \Sigma_2)].$$

Equation (3.6) follows when we recall that $A^{-1} = \Sigma_1 \Sigma^{-1} \Sigma_2 = \Sigma_2 \Sigma^{-1} \Sigma_1$.

From (3.7) we note that $A$ and hence $A^{-1}$ is positive definite. Thus the first term of $H''$ is negative unless $\delta = 0$. The fact that the second term of $H''$ is negative unless $\Sigma_1 = \Sigma_2$ can be derived from the concavity of log determinant or more directly by applying a non-singular linear transformation which simultaneously orthogonalizes $\Sigma_1$ and $\Sigma_2$. Thus if $\Sigma_1 = R\Lambda_1 R'$ and $\Sigma_2 = R\Lambda_2 R'$ where $\Lambda_1$ and $\Lambda_2$ are diagonal positive definite matrices, the second term becomes

$$-\text{tr}[\Lambda^{-1}(\Lambda_1 - \Lambda_2)\Lambda^{-1}(\Lambda_1 - \Lambda_2)]$$

where $\Lambda = t\Lambda_1 + (1-t)\Lambda_2$. Hence $H'' < 0$ as long as the two multivariate distributions are distinct.

The algebra of this derivation could have been reduced considerably by relating $H(t)$ of Theorem 1 to the derivative of the first term of $H(t)$ and applying Theorem 1.

The expression (3.4) represents $T^2$ as the sum of two terms. One may be regarded mainly as a Mahalanobis distance corresponding to a weighted average of $\Sigma_1$ and $\Sigma_2$ (the weights may be close to those of Theorem 1 but will typically be different). This term essentially measures how "far" apart the means are. The second term is essentially a measure of the information contributed by the differences between the covariance matrices $\Sigma_1$ and $\Sigma_2$.

Applying the measure $T^2$ to independent observations on the variables $X$ and $Y$ of the example of Section 2 yields the following table of "separation per unit observation".
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<table>
<thead>
<tr>
<th>$s^2/2$</th>
<th>$(X_1, X_2)$</th>
<th>$(X_1, Y_1)$</th>
<th>$(Y_1, Y_2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.25</td>
<td>0.20</td>
<td>0.25</td>
</tr>
<tr>
<td>$t^2/2$</td>
<td>0.81</td>
<td>0.71</td>
<td>0.81</td>
</tr>
</tbody>
</table>

This indicates that even when the likelihood-ratio test is used, the phenomenon described in Section 2 remains.

4. The Kullback-Leibler Information Numbers

Another measure of separation is the Kullback-Leibler information number [7], $I(F_1, F_2)$ defined by

\[(4.1) \quad I(F_1, F_2) = \int \log \frac{f_1(x)}{f_2(x)} f_1(x) dx .\]

For $k$ variate multivariate normal distributions we have

\[(4.2) \quad I(F_1, F_2) = \frac{1}{2} \left[ 8' \Sigma_2^{-1} \delta + \log |\Sigma_1^{-1} \Sigma_2| - k + \text{tr}(\Sigma_2^{-1} \Sigma_1) \right] .\]

Here $I$ measures the rate at which $\epsilon_{2n}$ approaches zero when the likelihood-ratio test is used and $\epsilon_{1n}$ is kept bounded away from zero and one. That is,

\[(4.3) \quad \lim_{n \to \infty} n^{-1} \log \epsilon_{2n} = -I(F_1, F_2) .\]

Thus $I(F_1, F_2)$ is comparable to $I = t^2/2$ of Section 3 and to $s^2/2$. Since $\epsilon_{2n}$ approaches zero more rapidly when $\epsilon_{1n}$ is bounded away
from zero than when $\varepsilon_{1n}$ and $\varepsilon_{2n}$ approach zero at the same rate, it follows that

$$(\varepsilon, \delta) \quad I(F_1, F_2) > T^2/2 > S^2/2 .$$

The Kullback-Leibler numbers are additive in the sense that the information for two independent experiments is the sum of the two informations. For the illustration of Section 2, $I_x(F_1, F_2)$, the information corresponding to $X$ is 0.877 while $I_y(F_1, F_2)$ is 4.901. From the point of view of having $\varepsilon_{2n}$ approach zero most rapidly when $\varepsilon_{1n}$ is bounded away from zero, $Y$ is more informative than $X$ and is preferred to $X$ whenever possible and not simply to attain a balance.

This information number also has an interpretation in terms of sequential experimentation. It is a measure of how well one can do using large scale sequential experiments [4]. More precisely, suppose that the cost per independent observation on $X$ is $c \to 0$, and that the choice between $F_1$ and $F_2$ is made using a Bayes sequential procedure. The risk associated with this procedure when $F_1$ is the true distribution is asymptotically equivalent to $(-c \log c)/I_x(F_1, F_2)$. Thus $I$ determines how good $X$ is for discriminating between $F_1$ and $F_2$ sequentially when $F_1$ is the true distribution. In view of this interpretation, it is not very surprising that one experiment is preferred to another and that there is no premium on mixing experiments when one is moderately sure of which is the correct hypothesis and experimentation is carried out sequentially.
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