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PREFACE

The methods examined in this paper and its sequel (II. Continuous Case) have many potential biomedical applications, particularly in the area of routine bioassay.

It has long been recognized that advantageous use can be made of accumulated information whenever similar decision problems arise on a continuing day-to-day basis. The so-called "empirical Bayes" approach provides systematic procedures which accomplish this objective whenever the sequence of problems yielding information is "sufficiently long". The purpose of this paper and the sequel is to shed some light on the question of how long a sequence must be to be "sufficiently long", and in particular, to discover the rate of convergence of the risk for the n^th problem to the smallest possible risk, as n increases. This question is answered for a variety of situations in which each problem requires that one of two actions be taken (e.g., "accept" or "reject"). For any given statistical application, this knowledge is essential in order to determine the feasibility of using accumulated prior information.
CONVERGENCE RATES FOR EMPIRICAL BAYES
TWO-ACTION PROBLEMS I. DISCRETE CASE

by

M.V. Johns, Jr. and J. Van Ryzin

1. **Introduction and Summary.**

Situations involving sequences of similar but independent statistical decision problems arise in many areas of application. Routine bioassay (Chase [1]) and lot by lot acceptance sampling are typical examples of such situations. In many instances it is reasonable to formulate the independent component problems of such a sequence as Bayes statistical decision problems involving a common, but completely unknown prior probability distribution over the state space. Robbins [5] has shown for certain estimation problems that the accumulated information acquired as the sequence of problems progresses may be used to improve the decision rule at each stage. Such "empirical Bayes" procedures may be asymptotically optimal in the sense that the risk for the \( n \)th decision problem converges to the Bayes optimal risk which would have been obtained if the prior distribution were known and the best decision rule based on this knowledge were used.

Johns [3] exhibits asymptotically optimal empirical Bayes procedures for certain two-action (hypothesis testing) problems as well as for estimation problems in a non-parametric context. Robbins [7] and Samuel [8] consider parametric two-action problems where the distributions of the observations are members of a specified exponential family, and where
the special loss functions of Johns [3] are used. Robbins and Samuel each exhibit asymptotically optimal empirical Bayes procedures for both discrete and continuous observations.

The usefulness of empirical Bayes procedures in practical statistical applications clearly depends on the rapidity with which the risks incurred for the successive decision problems approach the optimal limit. The purpose of this paper and its sequel [4] is to investigate rates of convergence to optimality of empirical Bayes procedures for two-action decision problems when the distributions of the observations are of exponential type. The present paper considers discrete exponential families which include for example the geometric, the negative binomial, and the Poisson distributions. The sequel [4] considers continuous exponential families with particular emphasis on the normal and the negative exponential distributions.

Each component problem in the sequence of decision problems for which an empirical Bayes procedure is to be defined is assumed to have the following structure: An observation $X$ is obtained having a distribution with probability mass function

\begin{equation}
\begin{aligned}
\left(1\right) \quad p_{\lambda}(x) &= h(x)\lambda^{x}\theta(\lambda), \quad x = 0, 1, \ldots; \quad 0 \leq \lambda < d,
\end{aligned}
\end{equation}

where $d$ may be finite or infinite. The observation $X$ may be thought of as the value of a sufficient statistic based on several i.i.d. observations. The hypothesis $H_{1}: \lambda \leq c$, $c > 0$ is to be tested against $H_{2}: \lambda > c$ with loss function
\[ L_1(\lambda) = \begin{cases} 
0 & \text{if } \lambda \leq c \\
 b(\lambda - c) & \text{if } \lambda > c, b > 0,
\end{cases} \]

\[ L_2(\lambda) = \begin{cases} 
 b(c - \lambda) & \text{if } \lambda \leq c \\
0 & \text{if } \lambda > c,
\end{cases} \]

where \( L_i(\lambda) \) indicates the loss when action \( i \) (deciding in favor of \( H_1 \)) is taken, \( i = 1, 2 \), and \( \lambda \) is the true value of the parameter.

It is assumed that \( \lambda \) may be regarded as the value of a random variable \( \Lambda \) having prior distribution function \( G(\lambda) \). If the randomized decision rule \( \delta(x) = \Pr\{\text{Accepting } H_1 \text{ given } X = x\} \) is used, then the risk incurred is

\[
r(\delta, G) = \int \sum_x \{ L_1(\lambda)p_\lambda(x)\delta(x) + L_2(x)p_\lambda(x)(1-\delta(x))\}dG(\lambda)
\]

\[
= b \sum_x \alpha(x)\delta(x) + C_G,
\]

where \( C_G = \int L_2(\lambda)dG(\lambda) \) and

\[
\alpha(x) = \int \lambda p_\lambda(x)dG(\lambda) - cp(x),
\]

where \( p(x) \) is the unconditional probability mass function for \( X \) and is given by

\[
p(x) = \int p_\lambda(x)dG(\lambda), \quad x = 0, 1, \ldots
\]
A Bayes rule (i.e., a minimizer of (2) based on knowledge of \( G \)) is clearly given by

\[
\delta_G(x) = \begin{cases} 
1, & \alpha(x) \leq 0 \\
0, & \alpha(x) > 0.
\end{cases}
\]

(5)

The resulting (minimal) Bayes risk is

\[
r^*(G) = \inf_{\delta} r(\delta, G) = r(\delta_G, G).
\]

(6)

For the case where \( p_\lambda(x) \) is given by (1) it is easily verified that

\[
\alpha(x) = w(x)p(x+1) - cp(x),
\]

(7)

where \( p(x) \) is given by (4) and

\[
w(x) = \frac{h(x)}{h(x+1)}.
\]

(8)

In the empirical Bayes context, a sequence of problems having the above structure occurs but \( G(\lambda) \) is not assumed to be known. However, for the \((n+1)^{st}\) problem additional information in the form of the observations \( X_1, X_2, \ldots, X_n \) obtained in the previous problems is available. The empirical Bayes procedures considered here involve the construction of a sequence of estimates \( \alpha_n(x) \), \( n = 1, 2, \ldots \) of the function \( \alpha(x) \) where \( \alpha_n(x) \) is based on the observations \( X_1, X_2, \ldots X_n \). The
decision rule used for the \((n+1)^{st}\) decision problem is then

\[
\delta_n(x) = \begin{cases} 
1, & \alpha_n(x) \leq 0 \\
0, & \alpha_n(x) > 0.
\end{cases}
\]

This rule imitates (5) but does not require knowledge of the prior \(G\) as long as \(\alpha_n(x)\) does not depend on \(G\). Specifically, if \(p_\lambda(x)\) is given by (1) so that \(\alpha(x)\) is of the form (7), we let

\[
\alpha_n(x) = \frac{1}{n} \sum_{j=1}^{n} Z_j(x),
\]

where for each \(x, j,\)

\[
Z_j(x) = w(x)U_j(x+1) - cU_j(x)
\]

where

\[
U_j(x) = \begin{cases} 
1, & X_j = x \\
0, & X_j \neq x.
\end{cases}
\]

For a given \(x\) the \(Z_j(x)\)'s are i.i.d and \(EZ_j(x) = \alpha(x)\). Letting \(r_n = \text{the risk in the} \ (n+1)^{st} \text{problem using the decision rule (9)}\) it is clear that \(r_n - r^*(G)\) is non-negative and it is easily shown ([7], [8]) that \(r_n - r^*(G) \to 0\), as \(n \to \infty\), i.e., that \(\delta_n\) is asymptotically optimal, provided only that \(EA < \infty\).
In section 2 we give a very simple argument which provides an upper bound on the rate at which \( r_n \) approaches \( r^*(G) \) as \( n \) becomes large. This result involves conditions only on the unconditional probabilities \( p(x) \), which may be rephrased in terms of the existence of moments of \( G(\lambda) \). Although more refined results are obtained in later sections the argument used in section 2 forms the basis of the methods used in [4] to treat the continuous case where the technical difficulties are considerably more formidable. Thus a comparison of the results of this section with the more precise results of section 4 provides an indication of the relative precision of the convergence rates obtained in [4].

Section 3 contains the development of the asymptotic tools necessary to obtain the exact rates of convergence to optimality discussed in section 4.

Theorem 3 of section 4 deals with the case where the natural parameter space is compact. Without loss of generality this space is taken to be the unit interval. The function \( h(x) \) appearing in (1) is taken to be of the form \( h(x) = h_1(x)x^\gamma \), where \( h_1(x) \) is a non-negative slowly varying function (i.e., \( h_1(cx)/h_1(x) \rightarrow 1 \) as \( x \rightarrow \infty \) for any \( c > 0 \)). This theorem shows that rates of convergence as bad as \( n^{-\epsilon} \) for \( \epsilon \) arbitrarily small may in principle be obtained when \( G'(\lambda) \) behaves like \( (1-\lambda)^\sigma \) for \( \lambda \) close to 1, for sufficiently small \( \sigma \). However, if \( G'(\lambda) \) decreases exponentially as \( \lambda \rightarrow 1 \), the rate becomes \( n^{-1} \) multiplied by a slowly varying function. If \( G'(\lambda) \) is zero in some interval \( (\lambda_0,1) \), \( \lambda_0 < 1 \), then the rate \( n^{-1} \) is attained and this is best possible for procedures of the form (9), (10).
Theorem 4 deals with the Poisson case and similar results are obtained for the cases where $G'(\lambda)$ behaves like $\lambda^\delta$ or $\lambda^\delta e^{-\sigma \lambda}$, $\sigma \geq 0$, as $\lambda \to \infty$. For the Poisson case and for other cases where the parameter space is not compact the rate $n^{-1}$ is unattainable and a slowly varying factor (such as $\log n$) always appears.

A comparison of these results with those of section 2 shows that the more elementary bounds are not far from being sharp.
2. Preliminary Results.

In order to establish a simple upper bound for the rate of approach of \( r_n \) to \( r^*(G) \) we first observe that, since \( r_n \) is the risk associated with the decision rule \( \delta_n \) given by (9), we have, recalling (2),

\[
    r_n = b \sum_x \alpha(x) E \delta_n(x) + C_G
\]

\[
    = b \sum_x \alpha(x) \Pr\{ \alpha_n(x) \leq 0 \} + C_G.
\]

We now state a lemma, useful here and in [4].

**Lemma 1.** If \( r^*(G) \) is given by (6), then

\[
    0 \leq r_n - r^*(G) \leq b \sum_x |\alpha(x)| \Pr\{ |\alpha_n(x) - \alpha(x)| \geq |\alpha(x)| \}.
\]

**Proof.** Recalling (5) we have

\[
    r_n - r^*(G) = b \sum_x \alpha(x) (\Pr\{ \alpha_n(x) \leq 0 \} - \delta_n(x))
\]

\[
    = b \sum_x |\alpha(x)| \Delta_n(x),
\]

where

\[
    \Delta_n(x) = \begin{cases} 
    \Pr\{ \alpha_n(x) > 0 \} \quad \text{if } \alpha(x) \leq 0 \\
    \Pr\{ \alpha_n(x) \leq 0 \} \quad \text{if } \alpha(x) > 0.
    \end{cases}
\]
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The desired result follows from the fact that the event
\( \{|a_n(x) - a(x)| \geq |a(x)|\} \) is implied by \( \{a_n(x) > 0\} \) when \( a(x) \leq 0 \),
and by \( \{a_n(x) \leq 0\} \) when \( a(x) > 0 \).

The following theorem and its corollary provide simple conditions guaranteeing specified rates of convergence. Let

\[ (12) \quad \sigma^2(x) = \text{Var}(Z_j(x)) \]

**Theorem 1.** If for some \( \delta, 0 < \delta < 2 \), there exists a constant \( K > 0 \) such that

\[ \sum_x |a(x)|^{1-\delta} [\sigma(x)]^\delta < K < \infty, \]

then

\[ 0 \leq r_n - r^*(G) \leq Kn^{-\frac{\delta}{2}}. \]

**Proof.** By Lemma 1 and (10) we have

\[ r_n - r^*(G) \leq b \sum_x |a(x)| \text{Pr}\left\{ \frac{1}{n} \sum_j Z_j(x) - a(x) \right\} \delta \geq |a(x)|^\delta \]

\[ \leq b \sum_x |a(x)|^{1-\delta} E\left[ \frac{1}{n} \sum_j (Z_j(x) - a(x)) \right]^\delta \]

\[ \leq b \sum_x |a(x)|^{1-\delta} \left( \frac{\sigma^2(x)}{n} \right)^{\delta^2}, \]

which yields the desired result.

**Corollary 1.** If \( p_\lambda(x) \) and \( w(x) \) are given by (1) and (8) and

\( i) \ p(x)/p(x+1) \to 1, \text{ as } x \to \infty, \)
and if for \( 0 < \delta < 2 \), either

(ii) \( w(x) \to 0 \), or \( w(x) \sim c_0 \neq c \), as \( x \to \infty \),

and

(iii) \( \sum_{x} \frac{1 - \frac{\delta}{2}}{p(x)} < \infty \),

or alternatively, if

(iv) \( \frac{p(x)}{p(x+1)} < c_1 < \infty \),

(v) \( w(x) \to \infty \), as \( x \to \infty \),

and

(vi) \( \sum_{x} \frac{w(x)p(x+1)}{2} < \infty \),

then there exists a \( K > 0 \) such that

\[
0 \leq r_n - r^*(G) \leq Kn^{-\frac{\delta}{2}}.
\]

**Proof.** By (7), if (i) and (ii) hold

\[
|\alpha(x)| \sim K_1 p(x) \text{ for some } K_1 > 0 \text{ as } x \to \infty,
\]

and by (11) and (12)

\[
\sigma^2(x) \leq EZ^2_j(x) = w^2(x)p(x+1) + c^2p(x) \leq K_2 p(x)
\]

for some \( K_2 > 0 \) for sufficiently large \( x \). Thus, the desired conclusion follows by Theorem 1 if (i), (ii) and (iii) hold. Alternatively, if (iv) and (v) hold then

\[
|\alpha(x)| \sim w(x)p(x+1), \quad \text{and} \quad \sigma^2(x) \sim w^2(x)p(x+1)
\]
as $x \to \infty$, and if (vi) holds the conclusion follows.

We now discuss two illustrative examples. These examples are also considered again later for comparison purposes using the results of section 4.

**Example 1.** (The geometric distribution). Suppose that

$$p_\lambda(x) = \lambda^x(1-\lambda), \ x = 0,1,\ldots; \ 0 \leq \lambda < 1,$$

and that the prior distribution has probability density function

$$G'(\lambda) = (\gamma+1)(1-\lambda)^\gamma, \ 0 \leq \lambda < 1, \ \gamma > -1.$$

then

$$p(x) = (\gamma+1)\int_0^1 \lambda^x(1-\lambda)^{\gamma+1}d\lambda = \frac{(\gamma+1)\Gamma(x+1)\Gamma(\gamma+2)}{\Gamma(x+\gamma+3)}$$

$$\sim (\gamma+1)\Gamma(\gamma+2)x^{-(\gamma+2)}, \text{ as } x \to \infty.$$

Taking $0 < c < 1$ and noting that $w(x) \equiv 1$ for this case, we see that (i), (ii) and (iii) of the corollary are satisfied for

$$\delta < 2(\gamma+1)/(\gamma+2).$$

Thus, for a given value of $\gamma$ we are assured of a convergence rate faster than $n^{-(\gamma+1-\varepsilon)/(\gamma+2)}$ for any $\varepsilon > 0$. If $\gamma$ may be taken arbitrarily large, the rate becomes arbitrarily close to $n^{-1}$.

The fact that, for this example, the value of $\gamma$ also determines which moments of $(1-\lambda)^{-1}$ exist, suggests that moment conditions can be given to assure any specified rate of convergence. It can in fact be
shown that, for the geometric case, a convergence rate of at least \( n^{-\frac{\delta}{2}} \) is achieved provided only that condition (i) of the corollary is satisfied and \( E(1-\lambda)^{-t} < \infty \), where \( t = \delta(1+\varepsilon)/(2-\delta) \), \( \varepsilon > 0 \). The argument based on corollary 1 is similar to that of corollary 3.1 of [4] and will not be reproduced here.

**Example 2.** (The Poisson distribution). Let

\[
p_\lambda(x) = \frac{e^{-\lambda} \lambda^x}{\Gamma(x+1)}, \quad x = 0,1,\ldots; \quad \lambda > 0.
\]

Then letting the prior probability density be \( G'(\lambda) = e^{-\lambda}, \ \lambda > 0 \), we have

\[
p(x) = \frac{1}{\Gamma(x+1)} \int_0^\infty \lambda^x e^{-2\lambda} d\lambda = \left[ \frac{1}{2} \right]^{x+1}.
\]

Thus, for this case \( w(x) = x + 1 \) and conditions (iv), (v) and (vi) of the corollary are satisfied for every \( 0 < \delta < 2 \). The rate of convergence to optimality is therefore faster than \( n^{-1+\varepsilon} \) for any \( \varepsilon > 0 \). In section 4 it will be shown that this is really a consequence of the exponentially decreasing tail of \( G'(\lambda) \).
3. **Bounds and Asymptotic Propositions.**

In order to determine exact rates of convergence it is necessary first to develop certain asymptotic results. The main tool used in section 4 is theorem 2 given below which provides upper and lower bounds for \( r_n - r^*(G) \). Let

\[
\begin{align*}
\hat{m}_x(t) &= E \exp\{tZ_1(x)\}, \\
\hat{m}_x(t) &= \frac{\sigma^2}{|t|^2} m_x(t)
\end{align*}
\]

\[
\pi^+(x) = \Pr\{Z_1(x) > 0\},
\]

\[
\pi^-(x) = \Pr\{Z_1(x) < 0\}.
\]

**Condition 1.** \( \alpha(x) = O(\sigma^2(x)) \), as \( x \to \infty \).

**Condition 2.** For some \( \delta > 0 \), \( m_x(t) \) exists for each \( x \) for all \( t \in (-\delta, \delta) \).

**Condition 3.** For all real \( \tau \) in some open interval containing zero, there exists a positive constant \( K \), independent of \( x \) and \( \tau \), such that \( \hat{m}_x(\tau |a(x)|/\sigma^2(x)) \leq K\sigma^2(x) \), for all \( x \).

**Theorem 2.** If \( \alpha_n(x) \) is given by (10) and if \( S^+ \) and \( S^- \) are the \( x \) sets where \( \alpha(x) > 0 \) and \( \alpha(x) < 0 \) respectively, then

\[
\begin{align*}
(13) \quad r_n - r^*(G) &\geq \sum_{x \in S^+} \alpha(x) \pi^-(x) \{1 - \pi^+(x) - \pi^-(x)\}^{n-1} \\
&\quad - \sum_{x \in S^-} \alpha(x) \pi^+(x) \{1 - \pi^+(x) - \pi^-(x)\}^{n-1}.
\end{align*}
\]
If conditions 1, 2, and 3 are satisfied, then there exists a positive constant $c_0$ such that

\begin{equation}
    r_n - r^*(G) \leq \sum_x |\alpha(x)| \left( 1 - c_0 \frac{\alpha^2(x)}{\sigma^2(x)} \right)^n.
\end{equation}

\textbf{Proof.} We first note that, as in Lemma 1,

\begin{equation}
    r_n - r^*(G) = \sum_{x \in S^+} \alpha(x) \Pr\{\alpha_n(x) \leq 0\} - \sum_{x \in S^-} \alpha(x) \Pr\{\alpha_n(x) > 0\}.
\end{equation}

But

\[
    \Pr\{\alpha_n(x) \leq 0\} \geq \sum_{k=1}^n \Pr\{Z_j(x) = 0, j=1,2,...,k-1, k+1,...,n; Z_k(x) < 0\} = n\pi^-(x)[1-\pi^+(x)-\pi^-(x)]^{n-1}.
\]

Similarly,

\[
    \Pr\{\alpha_n(x) > 0\} \geq n\pi^+(x)[1-\pi^+(x)-\pi^-(x)]^{n-1},
\]

and (13) follows immediately from (15).

Now by condition 2, for $0 < t < \delta$ we have

\begin{equation}
    \Pr\{\alpha_n(x) > 0\} \leq [m_x(t)]^n,
\end{equation}

\begin{equation}
    \Pr\{\alpha_n(x) \leq 0\} \leq [m_x(-t)]^n.
\end{equation}
For $0 < t < \delta$, $x \in S^-$ we may write

\begin{equation}
    m_x(t) = 1 - |\alpha(x)|t + \theta(x,t)\frac{t^2}{2},
\end{equation}

where

\begin{equation}
    \theta(x,t) = E\{Z^2(x)\exp\{\xi t Z(x)\}\},
\end{equation}

and where $\xi$ is a quantity depending on $tZ(x)$ and such that $0 < \xi < 1$. Thus,

\begin{equation}
    \theta(x,t) \leq EZ^2(x) + E\{Z^2(x)\exp\{tZ(x)\}\}
\end{equation}

\begin{equation}
    = EZ^2(x) + m_x(t).
\end{equation}

Similarly, for $0 < t < \delta$, $x \in S^+$,

\begin{equation}
    m_x(-t) = 1 - |\alpha(x)|t + \theta(x,-t)\frac{t^2}{2},
\end{equation}

where

\begin{equation}
    \theta(x,-t) \leq EZ^2(x) + m_x(-t).
\end{equation}

Now by condition 1 and the summability of $\alpha(x)$, we have $\alpha^2(x) = o(\sigma^2(x))$ so that for some $c_1 > 0$, for all $x$,

\begin{equation}
    EZ^2(x) \leq c_1 \sigma^2(x).
\end{equation}
Hence, by (18), (19), (22), and condition 3, taking \( t_x = \tau |a(x)|/\sigma^2(x) \) for sufficiently small \( \tau > 0 \), there exists a constant \( c_o > 0 \) such that for \( x \in S^- \),

\[
(23) \quad \max_x t_x \leq 1 - \frac{\alpha^2(x)}{\sigma^2(x)} \left( \tau^2 - \tau^2 (c_1 + k) \right)
\]

\[
\leq 1 - c_o \frac{\alpha^2(x)}{\sigma^2(x)}.
\]

Similarly, by (20), (21), (22) we have for \( x \in S^+ \),

\[
(24) \quad \min_x (-t_x) \leq 1 - c_o \frac{\alpha^2(x)}{\sigma^2(x)}.
\]

The desired result (14) then follows from (15) - (17), (23) and (24), and the proof of the theorem is complete.

**Remark 1.** If \( \pi^+(x) \) and \( \pi^-(x) \) approach zero as \( x \) becomes large it is always possible to choose a sequence of integers \( x_n \) such that

\[
\max \left[ \pi^+(x_n), \pi^-(x_n) \right] = n^{-1} e^{o(1)}, \quad \text{and}
\]

then by (13) we have

\[
(25) \quad r_n - r_n^*(G) \geq |a(x_n)| e^{o(1)}.
\]

In the particular case where \( p_\lambda(x) \) is given by (1) and \( a(x) \) by (7) we have \( \pi^+(x) = p(x+1) \) and \( \pi^-(x) = p(x) \), and typically
\[ a(x) \geq p(x+1)e^{0(1)} = p(x)e^{0(1)}. \] Under these circumstances (25) yields

\[ r_n - r_n^*(G) \geq n^{-1}e^{0(1)}, \]

so that a rate of convergence to optimality of \( n^{-1} \) is best possible. Instances where this rate is actually achieved will be discussed in section 4.

In order to apply theorem 2 we must first investigate the behavior for large \( n \) of quantities of the form

\[ \phi(n) = \sum_{x>0} f(x)[1-g(x)]^n, \]

where \( f(x) \geq 0 \) and \( 0 \leq g(x) \leq 1 \) for all \( x \geq 0 \). It will be convenient to introduce the concept of "slowly varying" functions, i.e., functions \( k(t) \) satisfying the following condition:

**Condition A.** For any \( c > 0 \), \( k(ct)/k(t) \to 1 \) as \( t \to 0 \), (or alternatively as \( t \to \infty \)).

We will also require an additional condition on ordered pairs of functions \( (k_1(t), k_2(t)) \).

**Condition B.** \( k_1(tk_2(t))/k_1(t) \to 1 \) as \( t \to 0 \) (or alternatively as \( t \to \infty \)).

It is easily shown by examples that there exist functions \( k \) satisfying condition A but where \( (k, k) \) does not satisfy condition B. Typical functions satisfying both conditions A and B are logarithms and iterated logarithms and their powers and roots.
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For any $t \geq 0$ and $f(x)$ as in (26) let

\[(27) \quad S(t) = \{x: -\log[1-g(x)] \leq t\},\]

and let

\[(28) \quad v(t) = \sum_{x \in S(t)} f(x).\]

**Lemma 2.** If $\phi(n)$ is given by (26) and if $v(t) \sim t^\beta k(t)$, $\beta > 0$, as $t \to 0$, where $k(t)$ is a positive function satisfying Condition A, then

\[\phi(n) \sim \Gamma(\beta+1)k(n^{-1})n^{-\beta}\]

**Proof.** We may write

\[\phi(n) = \int_0^\infty e^{nt\log[1-g(x)]} d\nu(x),\]

where for any $y$

\[u(y) = \sum_{x<y} f(x).\]

Equivalently,

\[\phi(n) = \int_0^\infty e^{-nt} d\nu(t).\]

The desired result is now equivalent to a standard Abelian proposition for Laplace transforms (see e.g., Doetsch [2] page 460) and the proof is
complete.

Now for $f^*(x) \geq 0$, $g^*(x) \geq 0$ let

(29) \quad S^*(t) = \{x: g^*(x) \leq t\},

(30) \quad \nu^*(t) = \sum_{x \in S^*(t)} f^*(x).

**Lemma 3.** If $f(x) \sim f^*(x)$, $g(x) \sim g^*(x) \to 0$, as $x \to \infty$, and if $\nu^*(t+o(t)) \sim \nu^*(t)$ as $t \to 0$, then

\[ \nu(t) \sim \nu^*(t), \quad t \to 0. \]

**Proof:** For arbitrary fixed $\epsilon > 0$, there exists an $x_\epsilon$ such that $x > x_\epsilon$ implies

\[ (1-\epsilon)g^*(x) < -\log[1-g(x)] < (1+\epsilon)g^*(x), \]

and

\[ (1-\epsilon)f^*(x) < f(x) < (1+\epsilon)f^*(x). \]

Furthermore, for all sufficiently small $t$, $S(t)$ and $S^*(t)$ will contain only $x$'s greater than $x_\epsilon$, so that for all such $t$

\[ S^\left(\frac{t}{1-\epsilon}\right) \supset S(t) \supset S^*\left(\frac{t}{1+\epsilon}\right), \]

and hence
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\[(1-\varepsilon)v^*(\frac{t}{1+\varepsilon}) < v(t) < (1+\varepsilon)v^*(\frac{t}{1-\varepsilon}).\]

The desired result follows since \(\varepsilon\) is arbitrary and \(v^*(t) \sim v^*(t+o(t))\) as \(t \to 0\).

**Lemma 4.** If \(\phi(n)\) is given by (26), and if \(f(x) \sim f_1(x)x^{-s-1}\) and \(g(x) \sim g_1(x)x^{-r}\) as \(x \to \infty\), where \(r, s > 0\), and where \(f_1(x)\) and \(g_1(x)\) are positive and satisfy condition A, and the pairs \(\left\{g_1(x), [g_1(x)]^{\frac{1}{r}}\right\}\) and \(\left\{f_1(x), [g_1(x)]^{\frac{1}{r}}\right\}\) satisfy condition B, then

\[\phi(n) \sim \frac{1}{s^r [r^s + 1]} f_1(n)^{\frac{1}{r}} \cdot \left[\frac{1}{r} g_1(n)^{\frac{1}{r}}\right]^{s - \frac{s}{r}},\]

as \(n \to \infty\).

**Proof.** Let \(f_1(x)x^{-s-1}\) and \(g_1(x)x^{-r}\) play the roles of \(f^*(x)\) and \(g^*(x)\) in lemma 3, so that

\[S^*(t) = \{x: g_1(x)x^{-r} \leq t\}.\]

If for each \(t\) we let \(x_t\) be the smallest \(x\) in \(S^*(t)\) we clearly have

\[(31) \quad g_1(x_t)x_t^{-r} \sim t, \quad \text{as} \quad t \to 0.\]

Using the fact that \(\left\{g_1(x), [g_1(x)]^{\frac{1}{r}}\right\}\) satisfies condition B we see that (31) is equivalent to

\[(32) \quad x_t \sim \left(\frac{t}{g_1(x_t^{\frac{1}{r}})}\right)^{-\frac{1}{r}}, \quad \text{as} \quad t \to 0.\]
Now as $t \to 0$, $x_t \to \infty$ and

$$v^*(t) = \sum_{x>x_t} f_1(x)x^{-(s+1)}$$

$$\sim \int_{x_t}^{\infty} f_1(x)x^{-(s+1)} \, dx = f_1(x_t)x_t^{-s} \int_{x_t}^{\infty} \frac{f_1(yx_t)}{f_1(x_t)} y^{-(s+1)} \, dy.$$ 

By Karamata [5] (page 45), we may write

$$f_1(x) = c(x) \exp \left\{ \int_{0}^{x} \frac{\epsilon(u)}{u} \, du \right\},$$

(33)

where $c(x) + c > 0$ as $x \to \infty$ and $\epsilon(u) \to 0$ as $u \to \infty$. For arbitrary $\epsilon > 0$, we may choose $t_\epsilon$ small enough so that $0 < t < t_\epsilon$ implies $1 - \epsilon < c(yx_t)/c(x_t) < 1 + \epsilon$ for all $y > 1$, and $|\epsilon(x)| < \epsilon$ for $x > x_t$.

Then for $t < t_\epsilon$,

$$\int_{1}^{\infty} \frac{f_1(yx_t)}{f_1(x_t)} y^{-(s+1)} \, dy \leq (1+\epsilon) \int_{1}^{\infty} y^{-(s+1)} \exp \left\{ \int_{x_t}^{y} \frac{\epsilon(u)}{u} \, du \right\} \, dy$$

$$= (1+\epsilon) \int_{1}^{\infty} y^{-(s+1)+\epsilon} \, dy = \frac{1+\epsilon}{s-\epsilon}.$$ 

Similarly, the integral may be bounded below for $0 < t < t_\epsilon$ by $(1-\epsilon)/(s+\epsilon)$ and since $\epsilon$ is arbitrary we have

$$v^*(t) \sim \frac{1}{s} f_1(x_t)x_t^{-s}, \text{ as } t \to 0.$$
This together with (32) and the assumption that \( \{ f_1(x), [g_1(x)]^{\frac{1}{r}} \} \)
satisfies condition B yields

\[
v^*(t) \sim \frac{1}{s} f_1\left( t^{\frac{1}{r}} \right) \frac{t^{-\frac{1}{r}}}{g_1\left( t^{\frac{1}{r}} \right)}^{\frac{s}{r}}, \text{ as } t \to 0.
\]

The desired result follows by lemmas 2 and 3 upon noting that since

\( v^*(t) \) behaves like a power of \( t \) as \( t \to 0 \), we have \( v^*(t+o(t)) \sim v^*(t) \).

**Lemma 5.** If \( \phi(n) \) is given by (26) and if \( f(x) \sim f_1(e^x)^{e^{-sx}} \) and \( g(x) \sim g_1(1-e^{-x})^{e^{-sx}} \) as \( x \to \infty \), where \( 0 < \beta < 1 \) and \( r, s > 0 \), and where \( f_1(x) \) and \( g_1(x) \) are positive and satisfy condition A,

\[
[g_1(x), [g_1(x)]^\delta] \text{ satisfies condition B and } (f_1(x), [g_1(x)]^\delta) \text{ satisfies condition B uniformly for } \delta \text{ in an open interval containing } \frac{1}{r},
\]

then

\[
\phi(n) \sim C_\beta \left( \frac{1}{n^{\frac{1}{r}}} + 1 \right)^{\frac{1}{r}} f_1(n^{\frac{1}{r}}) \frac{1}{g_1(n^{\frac{1}{r}})}^{\frac{s}{r}} \left( \log n \right)^{\frac{1}{r}} n^\frac{1}{r} - 1 - \frac{s}{r},
\]
as \( n \to \infty \), where

\[
C_\beta = \begin{cases} 
1/\beta s & , \beta < 1 \\
1/(1-e^{-s}) & , \beta = 1.
\end{cases}
\]

**Proof.** Proceeding as in lemma 4 and setting \( y = e^x \beta \) we have

\[
S^*(t) = \{ x : g_1(y)y^{-r} \leq t \}.
\]
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If $x_t$ is the smallest $x$ in $S^*(t)$ it corresponds to the smallest $y$ which is given asymptotically by (32). Thus

$$x_t \approx \left[ \log \left( \frac{t}{g_1(t^{-\frac{1}{\beta}})} \right)^{-\frac{1}{\beta}} \right],$$

that is

$$(34) \quad x_t = r^\frac{-1}{\beta} \left[ \log \frac{1}{t} + (1+o(1)) \log g_1(t^{-\frac{1}{\beta}}) \right]^\frac{1}{\beta}.$$ 

Now using (33) and choosing $t_\epsilon$ for arbitrary $\epsilon$, $0 < \epsilon < s$, such that

$0 < t < t_\epsilon$ implies $1 - \epsilon < c(e^x)^\beta / c(e^{xt}) < 1 + \epsilon$ and $|\epsilon(x)| < \epsilon$ for $x \geq x_t$, we have for $t > t_\epsilon$,

$$(35) \quad v^*(t) = \sum_{x \geq x_t} f_1(e^{x^\beta}) e^{-sx^\beta}$$

$$< (1+\epsilon) f_1(e^{x_t^\beta}) \sum_{x \geq x_t} \exp \left\{ -sx^\beta + \int_{e^{x_t^\beta}}^{e^{x^\beta}} \frac{\epsilon du}{u} \right\}$$

$$= (1+\epsilon) f_1(e^{x_t^\beta}) e^{-\epsilon x_t^\beta} \sum_{x \geq x_t} e^{-(s-\epsilon)x^\beta}.$$ 

For the case $\beta < 1,$
(36) \[ \sum_{x \geq x_t} e^{-(s-\varepsilon)x^\beta} \leq \int_{x_t-1}^{\infty} e^{-(s-\varepsilon)x^\beta} \, dx, \]

and making the transformation \( v = x^\beta - (x_t-1)^\beta \), we have

\[ \sum_{x \geq x_t} e^{-(s-\varepsilon)x^\beta} \leq \frac{1}{\beta} e^{-(s-\varepsilon)(x_t-1)^\beta} (x_t-1)^{1-\beta} \int_0^{\infty} e^{-(s-\varepsilon)v} \left( \frac{v}{(x_t-1)^\beta} + 1 \right)^{\frac{1}{\beta} - 1} \, dv. \]

As \( x_t \to \infty \) the integral on the right approaches \((s-\varepsilon)^{-1}\) by dominated convergence so that by (35)

\[ v^\star(t) < \frac{1+\varepsilon}{\beta(s-\varepsilon)} f_1(e x_t^\beta)(x_t-1)^{1-\beta} e^{-\varepsilon x_t^\beta} - (s-\varepsilon)(x_t-1)^\beta, \]

for all sufficiently small \( t \). Similarly, reversing the inequality in (36) by changing the lower limit to \( x_t \), we have for all sufficiently small \( t \),

\[ v^\star(t) > \frac{1-\varepsilon}{\beta(s+\varepsilon)} f_1(e x_t^\beta)x_t^{1-\beta} e^{-s x_t^\beta}. \]

Hence, since \( \varepsilon \) is arbitrary and \( x_t^\beta - (x_t-1)^\beta = o(1) \) for \( \beta < 1 \), we have

(37) \[ v^\star(t) \sim \frac{1}{\beta s} f_1(e x_t^\beta)x_t^{1-\beta} e^{-s x_t^\beta}, \]

as \( t \to 0 \) for the case \( \beta < 1 \).
For the case \( \beta = 1 \), the integral approximation (36) is inappropriate and instead we observe that

\[
\sum_{x > x_t} e^{-(s^\varepsilon)x} = \frac{e^{-(s^\varepsilon)x_t}}{1 - e^{-(s^\varepsilon)}} ,
\]

and obtain upper and lower bounds for \( v^*(t) \) using (35) and its lower analogue. Thus, for the case \( \beta = 1 \),

\[
(38) \\
v^*(t) \sim \frac{1}{1 - e^{-s}} f_1(e^{x_t}) e^{-s x_t},
\]

and we note that the only difference between (38) and (37) with \( \beta = 1 \) is the constant factor. Hence, for \( \beta \leq 1 \), by (34), (37), (38) and the fact that \( \log g_1(t^{-1/\beta}) = o\left(\log \frac{1}{t}\right) \), we have

\[
v^*(t) \sim C_\beta f_1 \left( t^{-1/\beta} \right) g_1 \left( t^{-1/\beta} \right) \left[ \log \frac{1}{t} \right] \left( \log \frac{1}{t} \right)^{1/\beta} t^{-1/\beta}.
\]

Recalling that \( (f_1, [g_1]^\delta) \) satisfies condition B uniformly for \( \delta \) in an open interval containing \( \frac{1}{\beta} \), this becomes

\[
v^*(t) \sim C_\beta f_1 \left( t^{-1/\beta} \right) g_1 \left( t^{-1/\beta} \right) \left[ \log \frac{1}{t} \right] \left( \log \frac{1}{t} \right)^{1/\beta} t^{-1/\beta}.
\]

The desired result follows by lemmas 2 and 3.

The next three lemmas elucidate the asymptotic behavior of the unconditional probabilities \( p(x) \) for various families \( p_\lambda(x) \) given
by (1) and certain classes of prior distributions \( G(\lambda) \). The first two lemmas are concerned with the case where the function \( h(x) \) appearing in (1) behaves asymptotically like a power of \( x \). For this case the natural parameter range is clearly \( 0 \leq \lambda < 1 \).

**Lemma 6.** If \( p_\lambda (x) \) is given by (1) with

\[
h(x) \sim h_1(x)x^\gamma, \quad \gamma > -1, \quad \text{as} \quad x \to \infty,
\]

and if \( G'(\lambda) \) exists for \( 1 - \varepsilon < \lambda < 1 \) for some \( \varepsilon > 0 \), and

\[
G'(\lambda) \sim G_1(1-\lambda)(1-\lambda)^\sigma, \quad \sigma > -1, \quad \text{as} \quad \lambda \to 1,
\]

where \( h_1(x) \) and \( G_1(1-\lambda) \) satisfy condition A, then

\[
p(x) \sim \frac{\Gamma(\gamma+\sigma+2)}{\Gamma(\gamma+1)} G_1(\frac{1}{x}) x^{-\sigma-2}.
\]

**Proof.** Letting \( \lambda = e^{-\theta} \), we have

\[
(39) \quad p(x) = h(x) \int_0^\infty \lambda^\theta \beta(\lambda) dG(\lambda) = - h(x) \int_0^\infty e^{-\theta x} \beta(e^{-\theta}) dG(e^{-\theta}).
\]

Now

\[
\beta(e^{-\theta})^{-1} = \sum_{x} e^{-\theta x} h(x) = \int_0^\infty e^{-\theta x} h(x) d\mu(x),
\]

where \( \mu(x) \) is counting measure on the integers. Thus, by the Abelian theorem cited in lemma 2,
(40) \[ \beta \left( e^{-\beta} \right)^{-1} \sim \Gamma(\gamma + 1) h_1 \left( \frac{1}{\beta} \right)^{-(\gamma + 1)} \text{, as } \beta \to 0. \]

Also, letting \( G_o(\theta) = -G(e^{-\theta}) \), we have

\[ G'_o(\theta) \sim G_1(\theta) \theta^\sigma, \text{ as } \theta \to 0. \]

The Abelian theorem then yields

\[ -\log(1-\varepsilon) \int_0^\infty e^{-\beta x} \beta \left( e^{-\beta} \right) G'_o(\theta) d\theta \sim \frac{\Gamma(\gamma + \sigma + 2)}{\Gamma(\gamma + 1)} \frac{G_1(\frac{1}{x})}{h_1(x)} x^{-(\gamma + \sigma + 2)}, \]

as \( x \to \infty \). The desired result then follows from (39) upon dividing the range of the right-hand integral into \((0, -\log(1-\varepsilon))\) and \([-\log(1-\varepsilon), \infty)\), and observing that the contribution of the second interval is exponentially small in \( x \).

**Lemma 7.** If \( p_\lambda(x) \) is given by (1) with

\[ h(x) \sim h_1(x)x^\gamma, \gamma > -1, \text{ as } x \to \infty, \]

where \( h_1(x) \) satisfies condition A, and if \( G'(\lambda) \) exists for \( 1 - \varepsilon < \lambda < 1 \) for some \( \varepsilon > 0 \), and

\[ G'(\lambda) \sim C_0 e^{-\delta \left( \log \frac{1}{\lambda} \right)^{-\sigma}}, \delta, \sigma > 0, \text{ as } \lambda \to 1, \]

then
\[ p(x) \sim C_1 \frac{h_1(x)}{h_1(x/n)} \frac{\sigma (\gamma - \frac{1}{2})^{-2}}{\sigma + 1} \exp \left\{ -C_2 x^{\frac{\sigma}{\sigma + 1}} \right\}, \]

as \( x \to \infty \), where

\[ C_1 = C_0 \frac{1}{2} \frac{\gamma + \frac{3}{2}}{\gamma + 1} \frac{1}{\Gamma(\gamma + 1)(\sigma + 1)^{1/2}}, \quad C_2 = \left(1 + \frac{1}{\sigma}\right)(\delta) \frac{1}{\sigma + 1}. \]

**Proof.** Letting \( \lambda = e^{-\theta} \), we have \( \beta(e^{-\theta})^{-1} \) satisfying (40) so that for sufficiently small \( \epsilon > 0 \),

\begin{equation}
(41) \quad p(x) \sim C_0 \frac{h_1(x)^\gamma}{\Gamma(\gamma + 1)} \int_0^\epsilon e^{-\theta(x+1)-\delta\theta^{-\sigma}} h_1(x)\frac{1}{h_1(x)} \theta^{\gamma + 1} d\theta,
\end{equation}

as \( x \to \infty \), provided the right hand integral is of larger order than \( e^{-\epsilon x} \) which bounds the order of the neglected portion of the integral. Now letting \( t = \theta(x/\delta)\frac{1}{\sigma + 1} - 1 \), noting that \( h_1(x)h_1(x/\delta)\frac{1}{\sigma + 1} \sim 1 \) uniformly for \( -\epsilon < t < \epsilon \) as \( x \to \infty \), and neglecting exponentially small contributions, the integral in (41) is seen to be asymptotic to

\begin{equation}
(42) \quad h_1\left(\frac{1}{\sigma + 1}\right)^{-1} \left(\frac{\delta}{\sigma}\right)^{\gamma + 2} \exp \left\{ -x^\sigma \left(\frac{1}{\sigma + 1} + \delta(\delta)\frac{1}{\sigma + 1} \right) \right\} \int_{-\epsilon}^{\epsilon} \exp \left\{ -x^\sigma \frac{1}{\delta + 1} \left[ t + \frac{1}{\sigma}(t+1)^{-\sigma} - \frac{1}{\sigma} \right] \right\} (t+1)^{\gamma + 1} dt,
\end{equation}

for large \( x \). The expression in [] in the exponential term of the integrand is of the form \( \frac{1}{2}(\sigma + 1)t^2(1+\sigma(t)) \) as \( t \to 0 \), so that by the well-
known asymptotic theorem for Laplace integrals (see e.g., De Bruijn [ ] pp. 63-65) the integral in (42) is asymptotic to 
\[ \frac{1}{(\sigma+1)(\sigma+1)} \frac{1}{x^{\frac{\sigma+1}{2}}} \] as \( x \to \infty \), and the desired result follows.

**Remark 2.** In lemmas 6 and 7 we required \( \gamma > -1 \) in the expressions for \( h(x) \). The case of \( \gamma < -1 \) is not substantially different. For this case \( \beta(\lambda) + \beta(1) > 0 \) as \( \lambda \to 1 \), and in lemma 6 this leads to \( -(\sigma-\gamma+1) \) for the power of \( x \) in the asymptotic expression for \( p(x) \), and \( h_1(x) \) appears as a factor. In lemma 7 the power of \( x \) is reduced by \( (\gamma+1)/(\sigma+1) \) and the factor \( h_1(x) \) disappears. The constant factors also change in both lemmas.

We now consider the Poisson distribution which illustrates the case where the natural parameter space is unbounded.

**Lemma 8.** If \( h(x) = \Gamma(x+1)^{-1} \) and \( G'(\lambda) \) exists for all sufficiently large \( \lambda \) with

\[ G'(\lambda) \sim C_0 \lambda^{-\sigma} e^{-\lambda} \text{, } \sigma > 0 \text{, or } \sigma = 0 \text{ and } \delta < -1, \]

as \( \lambda \to \infty \), then

\[ p(x) \sim C_0 x^{\delta}(\sigma+1)^{-\frac{x+\delta+1}{2}}, \]

as \( x \to \infty \).

**Proof.** For this case \( \beta(\lambda) = e^{-\lambda} \) and

\[ p(x) = \frac{1}{\Gamma(x+1)} \int_0^\infty \lambda x e^{-\lambda} dG(\lambda) \sim C_0 \frac{1}{\Gamma(x+1)} \int_0^\infty \lambda x^{\delta} e^{-\lambda(\sigma+1)} d\lambda, \]
as \( x \to \infty \), provided the integral on the right is asymptotically independent of \( T \) and of larger order than \( T^{x+\delta} \) which bounds the order of the neglected portion. But if the range of integration is extended to \( (0, \infty) \) the integral becomes \( \Gamma(x+\delta+1)/(\sigma+1)^{x+\delta+1} \) and the desired result follows since

\[
\frac{\Gamma(x+\delta+1)}{\Gamma(x+1)} \sim x^\delta, \quad \text{as } x \to \infty,
\]

by Stirling's formula.

The final lemma of this section is concerned with the case where \( G(\lambda) \) assigns all its probability mass to an interval \([0, \lambda_0)\) which is strictly contained within the natural parameter range.

**Lemma 9.** If \( p_\lambda(x) \) is given by (1) and if \( \lambda_0 > 0 \) is such that \( G(\lambda_0) = 1 \), and there exists a \( \lambda > \lambda_0 \) for which \( \beta(\lambda) > 0 \), and if for some \( \varepsilon > 0 \), \( G'(\lambda) \) exists in \((\lambda_0-\varepsilon, \lambda_0)\) and

\[
G'(\lambda) \sim G(\lambda) \Gamma(\sigma+1)h(x)G_1 \left( \frac{1}{x} \right)^{\sigma-1} \lambda_0^{x+\sigma+1},
\]

where \( G_1 \) satisfies condition A, then

\[
p(x) \sim \beta(\lambda_0) \Gamma(\sigma+1)h(x)G_1 \left( \frac{1}{x} \right)^{\sigma-1} \lambda_0^{x+\sigma+1},
\]

as \( x \to \infty \).

**Proof.** Letting \( \lambda_0 = e^{-\theta_0} \) and \( \lambda = e^{-\theta-\theta_0} \) and noting that \( \beta(\lambda) \to \beta(\lambda_0) > 0 \) as \( \lambda \to \lambda_0 \) for this case, we have
\[ p(x) = h(x) \int_{\lambda_0}^{\lambda} \beta(\lambda) dG(\lambda) \]

\[ \sim - \beta(\lambda_0) e^{-\theta_0 x} h(x) \int_{\theta_0}^{\infty} e^{-\theta x} dG(e^{-\theta - \theta_0}). \]

Letting \( G_0(\theta) = -G(e^{-\theta - \theta_0}) \), we have for sufficiently small \( \theta \),

\[ G_0'(\theta) = e^{-\theta - \theta_0} G'(e^{-\theta - \theta_0}) \]

\[ \sim e^{-\theta - \theta_0} G_1 \left( e^{-\theta_0 (1-e^{-\theta})} \right) \left[ e^{-\theta_0 (1-e^{-\theta})} \right]^\sigma \]

\[ \sim e^{-(\sigma+1)\theta_0 G_1(\theta) \theta^\sigma}, \]

as \( \theta \to 0 \). The desired result follows by the argument used in lemma 6.
4. **Exact Rates of Convergence.**

   The first theorem of this section is concerned with the case where the natural parameter range is bounded above. This theorem connects rates of convergence of $r_n$ to $r^*(G)$ with upper tail conditions on the prior distribution $G(\lambda)$.

   Without loss of generality, we consider the parameter space to be the interval $[0,1]$ since this may be obtained by a simple scale transformation of any parameter space bounded above. Also, to avoid trivialities, we take the constant $c$ appearing in the loss functions and expression (7) for $\alpha(x)$ to lie strictly between zero and one.

   **Theorem 3.** If $p_\lambda(x)$ is given by (1) with $h(x) \sim h_1(x)x^\gamma$, $\gamma > -1$, as $x \to \infty$, where $h_1(x)$ satisfies condition A, and if $\delta_n(x)$ is given by (9) with $\alpha_n(x)$ given by (10), then if $G'(\lambda)$ exists for $1 - \varepsilon < \lambda < 1$ for some $\varepsilon > 0$, and

   $$(i) \ G'(\lambda) \sim G_1(1-\lambda)(1-\lambda)^\sigma, \ \sigma > -1, \ \text{as} \ \lambda \to 1,$$

   where $G_1$ satisfies condition A and $\begin{pmatrix} i & 1 \\ G_1 & G_1^{\sigma+i} \end{pmatrix}$ satisfies condition B for $i = 1, 2$, then as $n \to \infty$,

   $$r_n - r^*(G) = o(1)\left[G_1\left(n - \frac{1}{\sigma+i}\right)\frac{1}{\sigma+i} n - \frac{\sigma+i}{\sigma+i}\right].$$

   Alternatively, if

   $$(ii) \ G'(\lambda) \sim C_\sigma e^{-\delta(\log \frac{1}{\lambda})^{-\sigma}}, \ \delta, \sigma > 0, \ \text{as} \ \lambda \to 1,$$
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and if \( \left[ \frac{h_1(x)}{h_1(x^{\frac{1}{\sigma+1}})} \right]^i \), \( \left[ \frac{h_1(x)}{h_1(x^{\frac{1}{\sigma+1}})} \right]^\xi \) satisfies condition B uniformly for \( \xi \) in some open interval containing \( (1 + \frac{1}{\sigma})^{-1} (\delta v) \) for \( i = 1, 2 \), then as \( n \to \infty \),

\[
r_n - r^*(G) = O(1) \log n^{-1}.
\]

Finally, if for some \( \lambda_0 \), \( c < \lambda_0 < 1 \), and some \( \epsilon > 0 \), \( G(\lambda_0) = 1 \) and \( G'(\lambda) \) exists in \( (\lambda_0 - \epsilon, \lambda_0) \) with

(iii) \( G'(\lambda) \sim G_1(\lambda_0 - \lambda)(\lambda_0 - \lambda)^\sigma \), \( \sigma > -1 \), as \( \lambda \to \lambda_0 \),

where \( G_1 \) satisfies condition A and \( \left[ \frac{G_1(x)}{h_1(x)} \right]^i \), \( \left[ \frac{G_1(x)}{h_1(x)} \right]^\xi \) satisfies condition B uniformly for \( \xi \) in an open interval containing \( (-\log \lambda_0)^{-1} \) for \( i = 1, 2 \), then as \( n \to \infty \),

\[
r_n - r^*(G) = O(1) n^{-1}.
\]

**Proof.** For this case \( w(x) = h(x)/h(x+1) \to 1 \) as \( x \to \infty \). Furthermore, for cases (i) and (ii) we have \( p(x+1)/p(x) \to 1 \) as \( x \to \infty \) by lemmas 6 and 7, and for case (iii), \( p(x+1)/p(x) \to \lambda_0 > c \), as \( x \to \infty \), by lemma 9. Thus, by (7), (11) and (12) we see that for each case, for some \( c_1, c_2 > 0 \)

\[
\alpha(x) \sim c_1 p(x), \text{ and } \sigma^2(x) \sim c_2 p(x), \text{ as } x \to \infty.
\]

Furthermore, by (11) the quantities \( \pi^+(x) \) and \( \pi^-(x) \) appearing in (13) of theorem 2 are given by
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\[ (44) \quad \pi^+(x) = p(x+1), \quad \pi^-(x) = p(x). \]

Thus, the lower bound on \( r_n - r^*(G) \) given by (13) is of the form \( n\phi(n-1) \) where \( \phi(n) \) is given by (26) with

\[ f(x) \sim c_1 p^2(x), \quad g(x) \sim 2p(x), \quad \text{as } x \to \infty. \]

If (i) holds then the desired conclusion follows for the lower bound by lemmas 4 and 6 upon setting \( g_1(x) = 2\Gamma(\gamma+\sigma+2)\Gamma(\gamma+1)^{-\frac{1}{2}} \Gamma \left( \frac{1}{2} \right) \) and

\[ f_1(x) = \frac{1}{4} c_1 g_1^2(x), \quad \text{and observing that} \quad r = \sigma + 2 \quad \text{and} \quad s = 2(\sigma+2)^{-1} \]

in lemma 4 for this case. Similarly, the desired conclusions for the lower bound are obtained for the cases where (ii) or (iii) hold by applying lemma 5 to the results of lemma 7 for case (ii) and lemma 9 for case (iii).

To verify that the upper bounds given by (14) of theorem 2 are also of the desired order we must first verify that conditions 1, 2, and 3 are satisfied. Condition 1 is implied by (43), and by (11)

\[ (45) \quad m_x(t) = p(x+1)e^{w(x)t} + p(x)e^{-ct}, \]

so that condition 2 is also satisfied. Furthermore, differentiating (45) twice yields

\[ (46) \quad \ddot{m}_x(t) = w^2(x)p(x+1)e^{w(x)t} + c^2p(x)e^{-ct}, \]

and by (43), \( \tau |x(x)|/\sigma^2(x) \sim \tau c_1/c_2 \) as \( x \to \infty \), so that condition 3 is satisfied.
The upper bound (14) of theorem 2 is of the form \( f(n) \) given by (26) with \( f(x) \sim c_1 p(x) \) and \( g(x) \sim c_0 c_1 c_2^{-1} p(x) \). Hence if (i) holds the desired conclusion for the upper bound follows by lemmas 4 and 6 upon setting \( f_1(x) = c_0 c_1 c_2^{-1} g_1(x) = c_1 \Gamma(\gamma+2) \Gamma(\gamma+1) G_1 \left( \frac{1}{x} \right) \) and \( r = s = \sigma + 2 \) in lemma 4. The upper bounds for cases (ii) and (iii) are verified similarly using lemmas 5, 7 and 9 and the proof of the theorem is complete.

Remark 3. It is possible to construct functions \( h_1(x) \) which do not satisfy the conditions of theorem 3 and yet for which \( h(x) = h_1(x) x^\gamma \) defines an exponential family whose natural parameter space is \([0,1]\). Nevertheless, the family of functions \( h_1(x) \) which do satisfy these conditions is sufficiently broad to include not only the geometric and negative binomial distributions and their obvious modifications, but also all other distributions ever likely to be proposed as models for the naturally bounded parameter case. It should be noted that the theorem could be modified to include the case \( \gamma < -1 \) in accordance with remark 2.

Remark 4. The significance of theorem 3 is that the rate of convergence to optimality is essentially \( n^{-1} \) in any situation likely to arise in actual applications of the empirical Bayes method to the cases under consideration. As noted in remark 1, the rate \( n^{-1} \) which is actually attained under condition (iii) of the theorem is best possible.

Although algebraically slower rates occur under hypothesis (i) of the theorem, the prior distributions satisfying this condition put excessive weight in the right tail (near one) to the extent that the un-
conditional distribution \( p(x) \) lacks higher moments (by lemma 6). Such priors are not likely to represent real world situations.

**Remark 5.** Although theorem 3 does not actually give the first term in an asymptotic expansion of \( r_n - r^*(G) \), the two constants (one for each bound of theorem 2) obscured by the factor \( e^{O(1)} \) could be obtained explicitly from the lemmas and the proof of theorem 2. This was not done because the result would still be only asymptotic and would not shed much light on the behavior of \( r_n - r^*(G) \) for small \( n \). A more delicate analysis, replacing the lemmas of section 3 by actual bounds on \( \delta(n) \) and \( p(x) \), would be required to obtain sharp bounds on \( r_n - r^*(G) \) valid for all \( n \).

**Remark 6.** The exact rates of theorem 3 may easily be compared in particular cases with the upper bounds given by corollary 1 of section 2. In example 1 of section 2 it was shown that for the geometric distribution (i.e., \( h(x) \equiv 1 \)) with prior density

\[
G'(\lambda) = (\gamma+1)(1-\lambda)^\gamma, \quad 0 \leq \lambda < 1, \quad \gamma > -1,
\]

the rate of convergence of \( r_n \) to \( r^*(G) \) was at least as fast as

\[
n^{-(\gamma+1-\varepsilon)/(\gamma+2)} \quad \text{for any } \varepsilon > 0.
\]

Theorem 3 shows that the exact rate for this case is \( n^{-(\gamma+1)/(\gamma+2)} \). Thus, for this case the simple results based on theorem 1 only miss the mark by an arbitrarily small power of \( n \). As was noted before, this fact has implications for the sequel [4].

**Theorem 4.** (Poisson case). If \( p(x) \) is given by (1) with

\[
h(x) = \Gamma(x+1)^{-1},
\]

and if \( \delta_n(x) \) is given by (9) with \( \alpha_n(x) \) given by
(10), then if $G'(\lambda)$ exists for all sufficiently large $\lambda$ with

\begin{equation}
(1) \quad G'(\lambda) \sim C_0 \lambda^{-\delta}, \quad \delta < -2,
\end{equation}

as $\lambda \to \infty$, then

\begin{equation}
r_n - r^*(G) = e^{O(1)} n^{-\left(1 + \frac{2}{\delta}\right)}.
\end{equation}

Alternatively, if

\begin{equation}
(ii) \quad G'(\lambda) \sim C_0 \lambda^{-\sigma} e^{-\sigma \lambda}, \quad \sigma > 0,
\end{equation}

as $\lambda \to \infty$, then

\begin{equation}
r_n - r^*(G) = e^{O(1)} (\log n)n^{-1}.
\end{equation}

**Proof.** For this case $w(x) = h(x)/h(x+1) = x + 1$, so that by (7), (11), (12) and lemma 8,

\begin{equation}
\alpha(x) \sim c_1 x^{\delta+1} (\sigma+1)^{-x}, \quad \sigma(x) \sim c_1 x^{\delta+2} (\sigma+1)^{-x}
\end{equation}

as $x \to \infty$, for a certain $c_1 > 0$.

Since (44) holds for this case also, the lower bound (13) of theorem 2 is of the form $n \phi(n-1)$ where $\phi(n)$ is given by (26) with

\begin{equation}
f(x) \sim c_2 x^{2\delta+1} (\sigma+1)^{-2x}, \quad g(x) \sim c_3 x^{\delta} (\sigma+1)^{-x},
\end{equation}

as $x \to \infty$, for suitable $c_2, c_3 > 0$, by lemma 8. The required conclusion for the lower bound then follows for case (i)($\sigma=0$) by lemma 4 with
f_1(x) = c_2, \ g_1(x) = c_3, \ r = -\delta \text{ and } s = -2\delta - 2. \text{ The conclusion for case (ii) follows by lemma 5 with } \beta = 1, \ 2r = s = 2 \log(\sigma+1), \ f_1(x) = c_2[\log x]^{2\delta+1} \text{ and } g_1(x) = c_3[\log x]^\delta.  \\

The upper bound (14) is of the form of } \phi(n) \text{ given by (26) with }

\[ f(x) \sim c_1 x^{\delta+1}(\sigma+1)^{-x}, \ g(x) \sim c_1 x^\delta(\sigma+1)^{-x}, \]

as } x \to \infty \text{ by (47). Also, by (47) and (45) conditions 1 and 2 are satisfied, and by (47) } \tau |a(x)| / \sigma^2(x) \sim x^{-1} \text{ as } x \to \infty, \text{ so that by (46) and lemma 8 condition 3 is satisfied. The desired result follows for case (i) by lemma 4 with } f_1(x) = g_1(x) = c_1, \ r = -\delta \text{ and } s = -\delta - 2. \text{ The conclusion for case (ii) follows by lemma 5 with } \beta = 1, \ r = s = \log(\sigma+1), \ f_1(x) = [\log x]^{\delta+1} \text{ and } g_1(x) = [\log x]^{\delta}. \text{ This completes the proof of the theorem.}

Remark 7. The conclusions of theorem 4 are completely analogous to those for the corresponding cases (i) and (ii) of theorem 3 and the relevant comments in remarks 4 and 5 therefore apply also to the Poisson case. The requirement } \delta < -2 \text{ in case (ii) of theorem 4 is related to the fact that we must have } EA < \infty \text{ for this case.}

Remark 8. The rate } n^{-1} \text{ cannot actually be achieved for the Poisson case even when the support of } G \text{ is bounded. To see this we note that the lower bound (13) of theorem 2 behaves like } n \sum_x x p^2(x) (1-2p(x))^n \text{ and if we choose } x_n \text{ such that } p(x_n) \sim \frac{1}{n} \text{ as } n \to \infty, \text{ then the expression for the bound is itself bounded below by } e^{-2} x_n / n, \text{ and } x_n \to \infty \text{ as } n \to \infty.
This remark applies also to all cases where $h(x)$ becomes small at an even faster rate than $\Gamma(x+1)^{-1}$ (e.g., $h(x) = e^{-x^2}$) since $w(x) \to \infty$ as $x \to \infty$, for such examples. We do not discuss these cases further here because for technical reasons it appears that each example must be treated separately if precise results are to be obtained. It seems likely that the rates of convergence for such cases would be at least as good as those for the Poisson case under similar circumstances.

**Remark 9.** The Poisson case was discussed in example 2 of section 2 where it was shown that the rate of convergence to optimality was faster than $n^{-1+\epsilon}$ for any $\epsilon > 0$ when $G'(\lambda) = e^{-\lambda}$. By theorem 4, case (ii) we see that the exact rate is $(\log n)n^{-1}$ for this case. Thus again, as in remark 6, the results based on theorem 1 only underestimate the correct rate by an arbitrarily small power of $n$.

**Remark 10.** In all of the cases considered in detail in this paper, $p_\lambda(x)$ has been of the form (1) and $Z_j(x)$ has been a trinomial given by (11). It should be noted however, that there exist other examples, both parametric and "non-parametric" in the sense of [3], to which the results of sections 2 and 3 apply. Such an example is provided by the reparameterized negative binomial distribution,

$$p_\lambda(x) = h(x) \left( \frac{k}{k+\lambda} \right)^k \left( \frac{\lambda}{k+\lambda} \right)^x, \quad \lambda > 0, \quad x = 0,1,\ldots$$

where $k$ is a specified positive constant, $h(0) = 1$ and

$$h(x) = \frac{k(k+1)\ldots(k+x-1)}{x!}, \quad x = 1,2,\ldots.$$
The appropriate choice for $Z_j(x)$ in this case is

$$Z_j(x) = \begin{cases} \frac{k h(x)}{h(x+y)} , & X_j = x + y, \ y = 1,2, \ldots \\ -c , & X_j = x \\ 0 , & \text{otherwise} \end{cases}$$

Rate results analogous to those of theorem 3 could reasonably be expected from a detailed analysis of this example using the results of section 3.
REFERENCES


