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Abstract:
Suppose that we have a small data set from exactly the population we want to sample, and with well-measured variables. Additionally there is a much larger data set from approximately the target population with variables similar to those in the target set but perhaps not as well-measured. We present a linear regression method for predictions on a small data set, making cautious use of the larger one. Our method fits linear regressions to both data sets while penalizing the prediction differences of the two models for the smaller population. The result is a shrinkage method similar to those used in small area estimation. Our main result is a Stein-type finding for Gaussian response values. When there are five or more predictors and 10 or more error degrees of freedom, it becomes inadmissible to ignore the large data set. We also develop plug-in and AICc based methods for tuning the penalty parameter. We focus on an L2 penalty but have some results for L1 in the simple location setting.
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