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Abstract

Chemometrics is a field of chemistry that studies the application of statistical methods to chemical data analysis. In addition to borrowing many techniques from the statistics and engineering literatures, chemometrics itself has given rise to several new data analytical methods. This paper examines two methods commonly used in chemometrics for predictive modeling – partial least squares (PLS) and principal components regression (PCR) – from a statistical perspective. The goal is to try to understand their apparent successes, in what situations they can be expected to work well, and to compare them with other statistical methods intended for those situations.
1.0. Introduction. Statistical methodology has been successfully applied to many types of chemical problems for some time. For example, experimental design techniques have had a strong impact on understanding and improving industrial chemical processes. Recently the field of chemometrics has emerged with a focus on analyzing observational data originating mostly from organic and analytical chemistry, food research and environmental studies. These data tend to be characterized by a large number of measured variables on each of a small number of observations. Often the number of such variables \( p \) greatly exceeds the observation count \( N \). There is generally a high degree of collinearity among the variables which are often (but not always) digitizations of analog signals.

Many of the tools employed by chemometricians are the same as those used in other fields that produce and analyze observational data, and are more or less well known to statisticians. These tools include data exploration through principal components and cluster analysis, as well as modern computer graphics. Predictive modeling (regression and classification) is also an important goal in most applications. In this area however chemometricians have invented their own techniques based on heuristic reasoning and intuitive ideas, and there is a growing body of empirical evidence that they perform well in many situations. The most popular regression method in chemometrics is partial-least-squares (PLS) (H. Wold, 1975) and to a somewhat lesser extent principal components regression (PCR) (Massy, 1965). Although PLS is heavily promoted (and used) by chemometricians, it is largely unknown to statisticians. PCR is known to, but seldom recommended by, statisticians.

The original ideas motivating PLS and PCR were entirely heuristic and their statistical properties remain largely a mystery. There has been some recent progress with respect to PLS (Lorber, Wangen, and Kowalski, 1987, Helland, 1988, Stone and Brooks, 1990, and Phatak, Reilly, and Penlidis, 1991). The purpose of this article is to view these procedures from a statistical perspective, attempting to gain some insight as to when and why they can be expected to work well. In situations for which they do perform well, they are compared to standard statistical methodology intended for those situations.

2.0. Regression. Regression analysis on observational data forms a major part of chemometric studies. As in statistics, the goal is to model the predictive relationships of a set of \( q \) response variables \( y = \{ y_1 \ldots y_q \} \) on a set of \( p \) predictor variables \( x = \{ x_1 \ldots x_p \} \) given a set of \( N \) (training) observations

\[
\{ y_i, x_i \}_1^N = \{ y_{i1} \ldots y_{iq}, x_{i1} \ldots x_{pi} \}_1^N
\]

(1)

upon which all the variables have been measured. This model is then used both as a descriptive statistic for interpreting the data and as a prediction rule for estimating likely values of the response variables when only values of the predictor variables are available. The structural form of the
predictive relationship is taken to be linear

\[ y_j = a_{j0} + \sum_{k=1}^{p} a_{jk} x_k, \quad j = 1, q. \]  

(2)

The problem then is to use the training data (1) to estimate the values of the coefficients \( \{a_{jk}\}_{j=1}^{q} \) appearing in the model (2).

In nearly all chemometric analyses the variables are standardized ("autoscaled")

\[ y_j \leftarrow \frac{(y_j - \bar{y}_j)}{[\text{ave}(y_j - \bar{y}_j)^2]^{1/2}} \]

(3)

\[ x_k \leftarrow \frac{(x_k - \bar{x}_k)}{[\text{ave}(x_k - \bar{x}_k)^2]^{1/2}}, \]

with

\[ \bar{y}_j = \text{ave}(y_j) \]

(4)

\[ \bar{x}_k = \text{ave}(x_k) \]

where the averages are taken over the training data (1). That is,

\[ \text{ave}(\eta) = \frac{1}{N} \sum_{i=1}^{N} \eta_i \]

where \( \eta \) is the quantity being averaged. The analysis is then applied to the standardized variables and the resulting solutions transformed back to reference the original locations and scales of the variables. The regression methods discussed below are invariant with respect to the variable locations so that translating them to all have zero means is simply a matter of convenience. Most of these methods are not however invariant to the relative scaling of the variables, so that choosing them to all have the same scale is a deliberate choice on the part of the user. A different choice would give rise to different estimated models. This is discussed further in Section 7.0.

After autoscaling the training data the regression models (2) (on the training data) can be expressed as

\[ y_j = a^T_j x \quad j = 1, q \]

(5)

with the \( j \)th coefficient vector being

\[ a^T_j = (a_{j1} \ldots a_{jp})^T \]

or in matrix notation

\[ y = Ax \]

(6)

with the \( q \times p \) matrix of regression coefficients being

\[ A = (a^T_1 \ldots a^T_q). \]

(7)
The dominant regression methods used in chemometrics are principal components regression (PCR) and partial least squares (PLS). The corresponding methods used in statistics are ordinary least squares regression (OLS), ridge regression (RR) and variable subset selection (VSS). The goal of this paper is to compare and contrast these methods in an attempt to identify their similarities and differences. The next section starts with brief descriptions of PCR, PLS and RR. (It is assumed that the reader is familiar with OLS and the various implementations of VSS.) We consider first the case of only one response variable \(q = 1\) since most of their similarities and differences emerge in this simplified setting. Multivariate regression \(q > 1\) is discussed in Section 6.0.

2.1. Principal Components Regression (PCR). PCR (Massy, 1965) has been in the statistical literature for some time, although it has seen relatively little use compared to OLS and VSS. It begins with the training sample covariance matrix of the predictor variables

\[
V = \text{ave}(xx^T)
\]

and its eigenvector decomposition

\[
V = \sum_{k=1}^{p} e_k^2 \nu_k \nu_k^T.
\]

Here \(\{e_k^2\}_1^p\) are the eigenvalues of \(V\) arranged in descending order \(e_1 \geq e_2 \geq \ldots \geq e_p\) and \(\{\nu_k\}_1^p\) their corresponding eigenvectors. PCR produces a sequence of regression models \(\{\hat{y}_0, \ldots, \hat{y}_R\}\) with

\[
\hat{y}_K = \sum_{k=0}^{K} \frac{\text{ave}(y \nu_k^T x)}{e_k^2} \nu_k^T x \quad (K = 1, R)
\]

with \(R\) being the rank of \(V\) (number of nonzero \(e_k^2\)). The \(K\)th model \((10)\) is just the OLS regression of \(y\) on the “variables” \(\{z_k = \nu_k^T x\}_0^K\) with the convention that for \(K = 0\) the model is just the response mean, \(\hat{y}_0 = 0\) \((3)\). The goal of PCR is to choose the particular model \(\hat{y}_K\) with the lowest prediction mean squared error

\[
K^* = \arg \min_{0 \leq K \leq R} \text{ave}(y - \hat{y}_K)^2
\]

where here \(\text{ave}\) is the average over future data not part of the training sample. The quantity \(K\) can thus be considered a “meta parameter” of the procedure whose value is to be estimated from the training data through some model selection procedure. In chemometrics, model selection is nearly always done through ordinary cross-validation (CV) (Stone, 1974)

\[
K = \arg \min_{0 \leq K \leq R} \sum_{i=1}^{N} (y_i - \hat{y}_{K\setminus i})^2
\]

where \(\hat{y}_{K\setminus i}\) is the \(K\)th model \((10)\) computed on the training sample with the \(i\)th observation removed. There are many other model selection criteria in the statistics literature [e.g. GCV
(Craven and Wahba, 1979), MDL (Rissiden, 1983), BIC (Schwartz, 1978), CP (Mallows, 1973), etc.] that can also be used. (A discussion of their relative merits is outside the scope of this article.)

2.2. Partial Least Squares (PLS) Regression. PLS was introduced by Wold (H. Wold, 1975) and has been heavily promoted in the chemometrics literature as an alternative to OLS in the poorly or ill-conditioned problems encountered there. It was presented in algorithmic form as a modification of the NIPALS algorithm (H. Wold, 1966) for computing principal components. Like PCR, PLS produces a sequence of models \( \{\hat{y}_K\}_1^R \) \( (R = \text{rank} \ V \ (8)) \) and estimates which one is best through cross-validation (12). The particular set of models comprising the (ordered) sequence are however different than those produced by PCR. Wold's PLS algorithm is presented in Table 1.

At each step \( K \) (for loop pass, lines 2–10) \( y \)-residuals from the previous step \( (y_{K-1}) \) are partially regressed on \( x \)-residuals from the previous step \( (x_{K-1}) \). In the beginning (line 1) these residuals are initialized to the original (standardized) data. The partial regression consists of computing the covariance vector \( \mathbf{w}_K \) (line 3) and then using it to form a linear combination \( z_K \) of the \( x \)-residuals (line 4). The \( y \)-residuals are then regressed on this linear combination (line 5), the result is added to the model (line 6), and subtracted from the current \( y \)-residuals to form the new \( y \)-residuals \( y_K \) (line 7) for the next step. New \( x \)-residuals \( (x_K) \) are then computed (line 8) by subtracting from \( x_{K-1} \) its projection on \( x_k \). The test (line 9) will cause the algorithm to terminate after \( R \)-steps where \( R \) is the rank of \( V \) (8).

This PLS algorithm produces a sequence of models \( \{\hat{y}_K\}_0^R \) (line 1 and line 6) on successive passes through the for-loop. The one \( (\hat{y}_K) \) that minimizes the CV-score (12) is selected as the PLS solution. Note that straightforward application of many of the competing model selection criteria is not appropriate here since unlike PCR and RR, PLS is not a linear modeling procedure. That is, the response values \( \{y_i\}_1^N \) enter non-linearly into the model estimates \( \{\hat{y}_i\}_1^N \).

The algorithm in Table 1 is the one first proposed by Wold that defined PLS regression. Since its introduction several different algorithms have been proposed that lead to the same sequence of models \( \{\hat{y}_K\}_1^R \). [See for example Wold, Ruhe and Wold (1984), and Naes and Martens (1985)]. Perhaps the most elegant formulation (Helland, 1988) is shown in Table 2.

Table 2 shows that the \( K \)th PLS model \( \hat{y} \) can be obtained by an ordinary least squares regression (OLS – line 5) of the response \( y \) on the \( K \) linear combinations \( \{z_k = (V_{k-1}s)^T x\}_1^K \).

2.3. Ridge Regression (RR). RR (Horel and Kennard, 1970) was introduced as a method for stabilizing regression estimates in the presence of extreme collinearity: \( V \) (8) being singular or nearly so. The coefficients of the linear model (5) are taken to be the solution of a penalized least squares criterion with the penalty being proportional to the squared norm of the coefficient vector.
Table 1
Wold's PLS Algorithm

1. Initialize: $y_0 \leftarrow y; \ x_0 \leftarrow x; \ \hat{y}_0 \leftarrow 0$
2. For $K = 1$ to $p$ do:
3. $w_K = \text{ave}(y_{K-1} x_{K-1})$
4. $z_K = w_K^T x_{K-1}$
5. $r_K = [\text{ave}(y_{K-1} z_K)/\text{ave}(z_K^2)] z_K$
6. $\hat{y}_K = \hat{y}_{K-1} + r_K$
7. $y_K = y_{K-1} - r_K$
8. $x_K = x_{K-1} - [\text{ave}(z_K x_{K-1})/\text{ave}(z_K^2)] z_K$
9. if $\text{ave}(x_K^T x_K) = 0$ then Exit
10. end For
Table 2
Helland's PLS Algorithm

1. \( V = \operatorname{ave}(xx^T) \)
2. \( s = \operatorname{ave}(yx) \)
3. For \( K = 1 \) to \( R \) do:
4. \( s_K = V^{K-1}s \)
5. \( \hat{y}_K = \text{OLS}[y \text{ on } \{s_K^T x\}_1^K] \)
6. end For
\[ \hat{a}_\lambda = \arg\min_{a} \{\text{ave}(y - a^T x)^2 + \lambda a^T a\}. \]  \hspace{1cm} (13)

The solution is
\[ \hat{a}_\lambda = (V + \lambda I)^{-1} s, \]  \hspace{1cm} (14)

with
\[ s = \text{ave}(yx) \]  \hspace{1cm} (15)

and \( I \) being the \( p \times p \) identity matrix. The inverse of the (possibly) ill-conditioned predictor variable covariance matrix \( V \) is thus stabilized by adding to \( V \) a multiple of \( I \). The degree of stabilization is regulated by the value of the "ridge" parameter \( \lambda > 0 \). A value of \( \lambda = \infty \) results in the model being the response mean \( \hat{y} = 0 \) whereas \( \lambda = 0 \) gives rise to the unregularized OLS estimates. A value for \( \lambda \) in any particular situation is generally obtained by considering it to be a meta parameter of the procedure and estimating it through some model selection procedure such as CV. Since here the response values \( \{y_i\}_1^N \) do enter linearly in the model estimates \( \{\hat{y}_i\}_1^N \), any of the competing model selection criteria can also be straightforwardly applied (see Golub, Heath, and Wahba, 1979).

3.0. A Comparison of PCR, PLS and RR. From their algorithmic descriptions above, it might appear that PCR, PLS and RR are very different procedures leading to quite different model estimates. In this section we provide a heuristic comparison that suggests that they are in fact quite similar, in that they are all attempting to achieve the same operational goal in slightly different ways. That goal is to bias the solution coefficient vector \( a \) (5) away from directions for which the projected sample predictor variables have small spread, i.e.

\[ \text{var}(a^T x/|a|) = \text{ave}(a^T x/|a|)^2 = \text{small} \]  \hspace{1cm} (16)

where here (16) the average is over the training sample.

This comparison consists of regarding the regression procedure as a two-step process (Stone and Brooks, 1990); first a \( K \)-dimensional subspace of \( p \)-dimensional Euclidean space is defined, and then the regression is performed under the restriction that the coefficient vector \( a \) lie in that subspace:

\[ a = \sum_{k=1}^{K} a_k c_k \]  \hspace{1cm} (17)

where the unit vectors \( \{c_k\}_1^K \) span the prescribed subspace with \( c_k^T c_k = 1 \). The regression procedures can be compared by the way in which they define the subspace \( \{c_k\}_1^K \), and the manner in which the (constrained) regression is performed.
First consider ordinary least squares (OLS) in this set-up. Here the subspace is defined by the (single) unit vector that maximizes the sample correlation (squared) between the response and the corresponding linear combination of the predictor variables

$$c_{OLS} = \arg\max_{c^Tc = 1} \text{corr}^2(y, c^T x);$$

(18)

the OLS solution is then a simple least-squares regression of $y$ on $c^T_{OLS} x$.

$$\hat{y}_{OLS} = \left[ \frac{\text{ave}(yc^T_{OLS} x)}{\text{var}(c^T_{OLS} x)^2} \right] c^T_{OLS} x.$$

(19)

Ridge regression (RR) can also be case into this framework. As in OLS the subspace is defined by a single unit vector but the criterion that defines that vector is somewhat different:

$$c_{RR} = \arg\max_{c^Tc = 1} \text{corr}^2(y, c^T x) \frac{\text{var}(c^T x)}{\text{var}(c^T x) + \lambda}$$

(20)

where $\lambda$ is the ridge parameter (13) (14). The ridge solution is then taken to be a (shrinking) ridge regression of $y$ on $c^T_{RR} x$ with the same value for the ridge parameter

$$\hat{y}_{RR} = \left[ \frac{\text{ave}(yc^T_{RR} x)}{\text{var}(c^T_{RR} x)^2 + \lambda} \right] c^T_{RR} x.$$

(21)

Principal components regression (PCR) defines a sequence of $K$-dimensional subspaces each spanned by the first $K$ eigenvectors (9) of $V$ (8). Thus each $c_k$ ($1 \leq k \leq R$) is the solution to

$$c_k(PCR) = \arg\max_{(c^T V c_{\ell} = 0)^{k-1}} \text{var}(c^T x).$$

(22)

The first constraint in (22) (V-orthogonality) ensures that the linear combinations associated with the different solution vectors are uncorrelated over the training sample.

$$\text{corr}(c^T_k x, c^T_\ell x) = 0, \quad k \neq \ell.$$

(23)

As a consequence of this and the criterion (22), they also turn out to be orthogonal $c^T_k c_\ell = 0$, $k \neq \ell$. The $K$th PCR model is given by a least squares regression of the response on the $K$ linear combinations $\{c^T_k x\}_{1}^{K}$. Since they are uncorrelated (23), this reduces to the sum of univariate regressions on each one (10).

Partial least squares (PLS) regression also produces a sequence of $K$-dimensional subspaces spanned by successive unit vectors, and then the $K$th PLS solution is obtained by a least squares fit of the response onto the corresponding $K$-linear combinations, in a strategy similar to PCR. The
only difference from PCR is in the criterion used to define the vectors that span the $K$-dimensional subspace, and hence the corresponding linear combinations. The criterion that gives rise to PLS is (Stone and Brooks, 1990)

$$c_k(PLS) = \arg\max_{c^T V c = 0} \text{corr}^2(y, c^T x) \text{var}(c^T x). \quad (24)$$

As with PCR the vectors $c_k(PLS)$ are constrained to be mutually $V$-orthogonal so that the corresponding linear combinations are uncorrelated over the training sample (23). This causes the $K$-dimensional least squares fit to be equivalent to the sum of $K$ univariate regressions on each linear combination separately, as with PCR. Unlike PCR however, the $\{c_k(PLS)\}^K_1$ are not orthogonal owing to the different criterion (24) used to obtain them.

The OLS criterion (18) is invariant to the scale of the linear combination $c^T x$. This leads to an unbiased estimate of the coefficient vector and hence the regression model (18) (19). The criteria associated with RR (20), PCR (22), and PLS (24) all involve the scale of $c^T x$ through its sample variance, thereby producing biased estimates. The effect of this bias is to pull the solution coefficient vector away from the OLS solution towards directions in which the projected data (predictors) have larger spread. The degree of this bias is regulated by the value of the model selection parameter.

For RR, setting $\lambda = 0$ (20) (21) yields the unbiased OLS solution, whereas $\lambda > 0$ introduces increasing bias towards larger values of $\text{var}(c^T x)$ (20), and increased shrinkage of the length of the solution coefficient vector (21). For small values of $\lambda$ the former effect is the most pronounced; for example for $\lambda > 0$ the RR solution will have no projection in any subspace for which $\text{var}(c^T x) = 0$, and very little projection on subspaces for which it is small.

In PCR the degree of bias is controlled by the value of $K$, the dimension of the constraining subspace spanned by $\{c_k(PCR)\}^K_1$ (22), that is the number of components $K$ used (10). If $K = R$ (rank of $V$ (8)) one obtains an unbiased OLS solution. For $K < R$ bias is introduced. The smaller the value of $K$ the larger the bias. As with RR, the effect of this bias is to draw the solution towards larger values of $\text{var}(c^T x)$, where $c$ is a unit vector in the direction of the solution coefficient vector $a$ (5) ($c = a/|a|$). This is because constraining $c$ to lie in the subspace spanned by the first $K$ eigenvectors of $V$ (8) (9) places a lower bound on the sample variance of $c^T x$,

$$\text{var}(c^T x) \geq e_K^2. \quad (25)$$

Since the eigenvectors (and hence the subspaces) are ordered on decreasing values of $e_K^2$, increasing $K$ has the effect of easing this restriction, thereby reducing the bias.
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For PLS the situation is similar to that of PCR. The degree of bias is regulated by \( K \), the number of components used. For \( K = R \), an unbiased OLS solution is produced. Decreasing \( K \) generally increases the degree of bias. An exception to this occurs when \( V = I \) (totally uncorrelated predictor variables), in which case an unbiased OLS solution is reached for \( K = 1 \). This can be seen from the PLS criterion (24). In this case \( \text{var}(c^T x) = 1 \) for all \( c \), and the PLS criterion reduces to that for OLS (18). With this exception, the effect of decreasing \( K \) is to attract the solution coefficient vector towards larger values of \( \text{var}(c^T x) \) as in PCR. However, for a given \( K \) the degree of this attraction depends jointly on the covariance structure of the predictor variables and the OLS solution, which in turn depends on the sample response values. This fact is often presented as an argument in favor of PLS over PCR. Unlike PCR, there is no sharp lower bound on \( \text{var}(c^T x) \) for a given \( K \). The behavior of PLS compared to PCR for changing \( K \) is examined in more detail below.

Inspection of the criteria used by RR (20), PCR (22), and PLS (24) show that they all can be viewed as applying a penalty to the OLS criterion (18), where the penalty increases as \( \text{var}(c^T x) \) decreases. A natural question to ask is under what circumstances should this lead to improved performance over OLS. It is well known (James and Stein, 1961) that OLS is inadmissible in that one can always achieve a lower mean squared estimation error with biased estimates. The important question is when can these estimators substantially improve performance and which one can do it best.

Some insight into these questions can be provided by considering a (highly) idealized situation. Suppose that in reality

\[
y = \alpha^T x + \epsilon
\]  

for some (true) coefficient vector \( \alpha \), and \( \epsilon \) is an additive (iid) homoscedastic error, with zero expectation and variance \( \sigma^2 \),

\[
E(\epsilon) = 0, \quad E(\epsilon^2) = \sigma^2.
\]  

Since all of the estimators being considered here are equivariant with respect to rotations in the predictor variable space (after standardization), we will consider (for convenience) the coordinate system in which the predictor variables are uncorrelated; that is

\[
V = \text{diag}(e_1^2 \ldots e_p^2).
\]  

Let \( \alpha \) be an estimate of \( \alpha \) (26); that is

\[
\hat{y}(x) = \alpha^T x
\]  
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for a given point \( \mathbf{x} \) in the predictor space (not necessarily one of the training sample points). Consider training samples for which the (sample) predictor covariance matrix \( V \) has the eigenvalues (28).

The mean-squared error prediction error at \( \mathbf{x} \) is

\[
\text{mse}[\hat{y}(\mathbf{x})] = E_{\mathbf{e}}[\alpha^T \mathbf{x} - a^T \mathbf{x}]^2
\]

with the expected value over the distribution of the errors \( \epsilon \) (26). Since \( \alpha \) (the truth) is unknown, the mse (at \( \mathbf{x} \)) for any particular estimator is also unknown. One can however consider various (prior) probability distributions \( \pi(\alpha) \) on \( \alpha \), and compare the properties of different estimators when the relative probabilities of encountering situations for which a particular \( \alpha \) (26) occurs is given by that distribution. For a given \( \pi(\alpha) \) the mean squared prediction error averaged over the situations it represents is

\[
E_{\alpha} E_{\mathbf{e}}[\alpha^T \mathbf{x} - a^T \mathbf{x}]^2.
\]

One of the simplest and most general prior probability distributions is one that considers all coefficient vector directions \( \alpha/|\alpha| \) equally likely. That is, the prior distribution depends only in its norm \( |\alpha|^2 = \alpha^T \alpha \),

\[
\pi(\alpha) = \pi(\alpha^T \alpha).
\]

For this exercise we will consider simple linear shrinkage estimates of the form

\[
a_j = f_j \hat{\alpha}_j, \quad j = 1, p
\]

where \( \hat{\alpha} \) is the OLS estimate and the \( \{f_j\}_1^p \) are shrinkage factors taken to be independent of the sample response values. In this case the mean squared prediction error becomes (33) (31)

\[
\text{mse}[\hat{y}(\mathbf{x})] = E_{\alpha} E_{\mathbf{e}} \left[ \sum_{j=1}^p (\alpha_j - f_j \hat{\alpha}_j) x_j \right]^2.
\]

Averaging over \( \alpha \) using the probability distribution given by (32) yields

\[
\text{mse}[\hat{y}(\mathbf{x})] = \sum_{j=1}^p [(1 - f_j)^2 E_{\alpha}|\alpha|^2 / p + f_j^2 \sigma^2 / (N e_j^2)] x_j.
\]

Here (35) \( E_{\alpha}|\alpha|^2 \) is the expected value of the length of the coefficient vector \( \alpha \) under the prior (32), \( p \) is the number of predictor variables, \( \sigma^2 \) is the variance of the error term (26) (27), \( N \) is the training sample size, and \( \{e_j^2\}_1^p \) are the eigenvalues of the predictor variable covariance matrix (28) which in this case are the sample variances of the predictor variables due to our choice of coordinate system (28).
The two terms within the brackets (35) that contribute to the mse at \( \alpha \) have separate interpretations. The first term depends on (the distribution of the) truth (\( \alpha \)) and is independent of the error variance or the predictor variable distribution. It represents the bias (squared) of the estimate. The second term is independent of the nature of the true coefficient vector \( \alpha \) and depends only on the experimental situation – error variance and predictor design sample. It is the variance of the estimate. Setting \( \{ f_j = 1 \}_1^p \) (33) yields the least squares estimates which are unbiased but have variance given by the second term in (35). Reducing any (or all) of the \( \{ f_j \}_1^p \) to a value less than one causes an increase in bias (first term (35)) but decreases the variance (second term (35)). This is the usual bias variance trade-off encountered in nearly all estimation settings. (Setting any (or all) of the \( \{ f_j \}_1^p \) to a value greater than one increases both the bias-squared and the variance.)

This expression (35) for the mean squared error (in a simplified setting) illustrates the important fact that justifies the qualitative behavior of RR, PCR and PLS discussed above – namely the shrinking of the solution coefficient vector away from directions of low (sample) variance in the predictor variable space. One sees from the second term in (35) that the contribution to the variance of the model estimate from a given (eigen) direction (\( x_j \)) is inversely proportional to the sample predictor variance \( e_j^2 \) associated with that direction. Directions with small spread in the predictor variables give rise to high variance in the model estimate.

The values of \( \{ f_j \}_1^p \) that minimize the mean squared error (35) are

\[
f_j^* = e_j^2 / (e_j^2 + \lambda), \quad j = 1, \ldots, p
\]

with

\[
\lambda = p(\sigma^2 / E|\alpha|^2) / N.
\]

The quantity \( \lambda \) (36) (37) is the number of (predictor) variables times square of the noise to signal ratio, divided by the training sample size. Combining (33), (36) and (37) gives the optimal (minimal mse) linear shrinkage estimates

\[
a_j = \hat{a}_j \cdot \frac{e_j^2}{e_j^2 + \lambda}, \quad j = 1, \ldots, p.
\]

One sees that the unbiased OLS estimates \( \{ \hat{a}_j \}_1^p \) are differentially shrunk with the relative amount of shrinkage increasing with decreasing predictor variable spread \( e_j \). The amount of differential shrinkage is controlled by the quantity \( \lambda \) (37): the larger the value of \( \lambda \), the more differential shrinkage as well as more overall global shrinkage. The value of \( \lambda \) in turn is given by the inverse product of the signal/noise-squared and the training sample size.

It is important to note that this high relative shrinkage in directions of small spread in the (sample) predictor design distribution enters only to control the variance, and not because of any
prior belief that the true coefficient vector $\alpha$ (26) is likely to align with the high spread directions of predictor design. The prior distribution on $\alpha$, $\pi(\alpha)$ (32), that leads to this result (38) places equal mass on all directions $\alpha/|\alpha|$ and by definition has no preferred directions for the truth. Therefore, one can at least qualitatively conclude that the common property of RR, PCR and PLS of shrinking their solutions away from low spread directions mainly serves to reduce the variance of their estimates and this is what gives them generally superior performance to OLS. The results given by (35), (37) and (38) indicate that their degree of improvement (over OLS) will increase with decreasing signal to noise and training sample size, and increasing collinearity as reflected by the disparity in the eigenvalues (28) of the predictor variable covariance matrix (8) (9).

It is well known that (38) is just RR as expressed in the coordinate system defined by the eigenvectors of the sample predictor variable covariance matrix (8) (9). Thus, these results show (again well known) that RR is a linear shrinkage estimator that is optimal (in the sense of mean squared error) among all linear shrinkage estimators for the prior $\pi(\alpha)$ assumed here (32). PCR is also a linear shrinkage estimator

$$a_j(PCR) = \hat{\alpha}_j \cdot I(e_j^2 - \sigma_\epsilon^2)$$

(39)

where $K$ is the number of components used, and the second factor $I(\cdot)$ takes the value one for nonnegative argument values and zero otherwise. Thus, RR dominates PCR for an equidirection prior (32). RR can be shown to be optimal among all estimators if one makes the further restrictions that the error distribution is Gaussian $\epsilon \sim N(0, \sigma^2)$ and the equidirection prior $\pi(\alpha)$ (32) is Gaussian in the length of the (true) coefficient vector $|\alpha|$, $|\alpha| \sim N(0, \alpha^2)$. PLS is not a linear shrinkage estimator so that RR can be proven to dominate PLS only in this more restrictive setting.

One way to attempt to gain some insight into the relative properties of RR, PCR and PLS is to examine their respective shrinkage structures in various situations. This can be done by expanding their solutions in terms of the eigenvectors of the predictor sample covariance matrix (8) (9) and the OLS estimate $\hat{\alpha}$:

$$a(RR/PCR/PLS) = \sum_{j=1}^{p} f_j(RR/PCR/PLS) \hat{\alpha}_j \nu_j.$$  

(40)

Here (40) $\hat{\alpha}_j$ is the projection of the OLS solution on $\nu_j$ (the $j$th eigenvector of $V$)

$$\hat{\alpha}_j = \text{ave}(yv_j^T x)/e_j^2$$

(41)

and $\{f_j(\cdot))\}_{1}^{p}$ can be regarded as a set of factors along each of these eigendirections that scale the OLS solution for each of the respective methods. As shown above (36) (39)

$$f_j(RR) = e_j^2/(e_j^2 + \lambda)$$
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and

\[ f_j(PCR) = \begin{cases} 1 & e_j^2 \geq e_K^2 \\ 0 & e_j^2 < e_K^2 \end{cases}, \tag{42} \]

which are both linear in that they do not involve the sample response values \( \{y_i\}_1^N \).

The corresponding scale factors for PLS are not linear in the response values

\[ f_j(PLS) = f_j(K, \{e_j^2\}_1^p, \{\hat{\alpha}_j\}_1^p). \tag{43} \]

They depend on the number of components used \( K \) and the eigenstructure \( \{e_j^2\}_1^p \) (as do the factors for RR and PCR), but they also depend on the OLS solution \( \{\hat{\alpha}_j\}_1^p \) which in turn depends on the response values \( \{y_i\}_1^N \). The PLS scale factors are however independent of the length of the OLS solution \( |\hat{\alpha}|^2 \), depending only on the relative values of \( \{\hat{\alpha}_j\}_1^p \).

Although the scale factors for PLS (43) cannot be expressed by a simple formula (as can those for RR and PCR) they can be computed for given values of \( K \), \( \{e_j^2\}_1^p \), and \( \{\hat{\alpha}_j\}_1^p \) and compared to those of RR and PCR, (36) (42) for corresponding situations. This is done in Figs. 1–4, for \( p = 10 \).

In each figure the scale factors \( f_1 (PLS) - f_{10} (PLS) \) are plotted (in order – solid line) for the first six \( (K = 1, 6) \) component PLS models. Each of the four figures represents a different situation in terms of the relative values of \( \{e_j^2\}_1^p \) and \( \{\hat{\alpha}_j\}_1^p \). Also plotted in each frame for comparison are the corresponding shrinkage factors for RR (dashed line) and PCR (dotted line) for that situation, normalized so that they give the same overall shrinkage \( (sh = |\alpha|/|\hat{\alpha}|) \). That is, for RR the ridge parameter \( \lambda \) (36) is chosen so that the length of the RR solution vector is the same as that for PLS \( (|\alpha_{RR}| = |\alpha_{PLS}|) \). In the case of PCR the number of components was chosen so that the respective solution lengths were as close as possible \( (|\alpha_{PCR}| \approx |\alpha_{PLS}|) \). The three numbers in each frame give respectively the number of PLS components, the corresponding shrinkage factor \( (sh = |\alpha|/|\hat{\alpha}|) \), and the ridge parameter \( (\lambda) \) that provides that overall shrinkage. The four situations represented in Figs. 1–4 are respectively: \( \{\hat{\alpha}_j = 1\}_1^p \{e_j^2 \sim 1/j^2\}_1^p \) (neutral \( \hat{\alpha} \)'s, high collinearity), \( \{\hat{\alpha}_j = 1\}_1^p \{e_j^2 \sim 1/j\}_1^p \) (neutral \( \hat{\alpha} \)'s, moderate collinearity), \( \{\hat{\alpha}_j = 1/j\}_1^p \{e_j^2 \sim 1/j^2\}_1^p \) (favorable \( \hat{\alpha} \)'s, high collinearity), and \( \{\hat{\alpha}_j = j\}_1^p \{e_j^2 \sim 1/j^2\}_1^p \) (unfavorable \( \hat{\alpha} \)'s, high collinearity).

In Figure 1 the OLS solution is taken to project equally on all eigendirections (neutral) and the eigenvalue structure is taken to be highly peaked toward the larger values (high collinearity). The one component PLS model \( (K = 1, \text{ upper left frame}) \) is seen to dramatically shrink the OLS coefficients for the smallest eigendirections. It slightly “expands” the OLS coefficient for the largest (first) eigendirection, \( f_1(PLS) > 1 \). The overall shrinkage is substantial; the length of the \( K = 1 \) PLS solution coefficient vector is about 35% of that for the OLS solution. For the same overall shrinkage, the relative shrinkage of RR tracks that of PLS but is somewhat more moderate. This is a consistent trend throughout all situations (Figs. 1–4). For PCR a two
component model \((K = 2)\) gives roughly the same overall shrinkage as the \(K = 1\) PLS solution. Again this is a trend throughout all situations, in that one gets roughly the same overall shrinkage for \(K_{PCR} \simeq 2K_{PLS}\). As the number of PLS components is increased (left to right, top to bottom frames) the overall shrinkage applied to the OLS solution is reduced and the relative shrinkage applied to each eigendirection becomes more moderate. For \(K = 6\), the PLS solution is very nearly the same as the OLS solution \(\{f_j(PLS) \simeq 1\}^T\) even though it only becomes exactly so for \(K = 10\). Again this feature is present throughout all situations (Figs. 1–4).

An interesting aspect of the PLS solution is that (unlike RR and PCR) it not only shrinks the OLS solution in some eigendirections \((f_j \leq 1)\), but expands it in others \((f_j > 1)\). For a \(K\) component PLS solution, the OLS solution is expanded in the subspace defined by the eigendirections associated with the eigenvalues closest to the \(K\)th eigenvalue. Directions associated with somewhat larger eigenvalues tend to be slightly shrunk and those with smaller eigenvalues are substantially shrunk. Again this behavior is exhibited throughout all the situation studied here. The expression for the mean-squared prediction error (35) suggests that using any \(f_j > 1\) can be highly detrimental since it increases both the bias-squared and the variance of the model estimate. This suggests that the performance of PLS might be improved by using modified scale factors \(\{\tilde{f}_j(PLS)\}^T\) where

\[
\tilde{f}_j(PLS) \leftarrow \min(f_j(PLS), 1).
\]

The situation represented in Fig. 2 has the same (neutral) OLS solution but less collinearity. The qualitative behavior of the PLS, RR and PCR scale factors are seen to be the same as that depicted in Fig. 1. The principal difference is that PLS applies less shrinkage for the same number of components and (nearly) reaches the OLS solution for \(K = 4\). Note that for no collinearity (all eigenvalues equal) PLS produces the OLS solution with the first component \((K = 1)\).

Figures 3 and 4 examine the high collinearity situation for different OLS solutions. In Fig. 3 the OLS solution is taken to be aligned with the major axes of the predictor design. The relative PLS shrinkage for different eigendirections for this favorable case is seen to be similar to that for the neutral case depicted in Fig. 1. The overall shrinkage is much less however owing to the favorable orientation of the OLS solution. Fig. 4 represents the contrasting situation where the OLS solution is (unfavorably) aligned in orthogonal directions to the major axes of the predictor design. Here one sees qualitatively similar relative behavior as before, with a bit more exaggeration. Due to the unfavorable alignment of the OLS solution, the overall shrinkage here is quite considerable. Still the OLS solution is nearly reached by the \(K = 6\) component PLS solution.

Although the study represented by Figs. 1–4 is hardly exhaustive, some tentative conclusions can be drawn. The qualitative behavior of RR, PCR and PLS as deduced from (20), (22) and (24) is confirmed. They all penalize the solution coefficient vector \(a\) for projecting onto the low variance
subspace of the predictor design (i.e. \( \text{ave}(a^T x)^2 = \text{small} \)). For PLS and PCR the strength of the penalty decreases as the number of components \( K \) increases. For RR the strength of the penalty increases for increasing values of the ridge parameter \( \lambda \). For RR the strength of this penalty is monotonically increasing for directions of decreasing sample variance. For PCR it is a sharp threshold function whereas for PLS it is relatively smooth but not monotonic. All three methods are shrinkage estimators in that the length of their solution coefficient vector is less than that of the OLS solution. RR and PCR are strictly shrinking estimators in that in any projection the length of their solution is less (or equal to) that of the OLS solution. This is not the case for PLS. It has preferred directions in which it increases the projected length of the OLS solution. For a \( K \)-component PLS solution, the projected length is expanded in the subspace of eigendirections associated with eigenvalues close to the \( K \)th eigenvalue.

In all situations depicted in Figs. 1–4 PLS used fewer components to achieve the same overall shrinkage as PCR, generally about half as many components. PLS closely reached the OLS solution with around five to six components, whereas PCR requires all ten components. This property has been empirically observed for some time and is often stated as an argument in favor of the superiority of PLS over PCR; one can fit the data at hand to the same degree of closeness with fewer components, thereby producing more “parsimonious” models. The issue of parsimony is a bit nebulous here since the result of any method that fits linear models (29) is a single component (direction), namely that associated with the solution coefficient vector \( a \). One can decompose \( a \) arbitrarily into sums of any number of (up to \( p \)) other vectors and thus change its “parsimony” at will. For the same number of components PCR applies more shrinkage than PLS and thus attempts to fit the data at hand less closely, thereby using fewer degrees of freedom to obtain the fit. In the situations studied here (Figs. 1–4) it appears that PLS is using twice the number of degrees of freedom per component as PCR, but this will depend on the structure of the predictor sample covariance matrix. (For all eigenvalues equal, PLS uses \( p \) degrees of freedom for a one component model.) Thus, fitting the data with fewer (or more) components (in and of itself) has no bearing on the quality (future prediction error) of an estimator.

Another argument often made in favor of PLS over PCR is that PCR only uses the predictor sample to choose its components whereas PLS uses the response values as well. This argument is not unrelated to the one discussed above. By using the response values to help determine its components PLS uses more degrees of freedom per component and thus can fit the training data to a higher degree of accuracy than PCR with the same number of components. As a consequence a \( K \)-component PLS solution will have less bias than the corresponding \( K \)-component PCR solution. It will however have greater variance, and since the mean-squared prediction error is the sum of
the two (bias-squared plus variance) it is not clear which solution would be better in any given situation. In any case either method is free to choose its own number of components (bias-variance trade-off) through model selection (cross-validation). Both PLS and PCR span a full (but not the same) spectrum of models from the most biased (sample mean) to the least biased (OLS solution). The fact that PLS tends to balance this trade-off with fewer components is (in general) neither an advantage nor disadvantage.

For all of the situations considered in Figs. 1–4, PLS and PCR are seen to more strongly penalize for small $\text{ave}(\alpha^T \mathbf{x})^2$ than RR, for the same degree of overall shrinkage $|\alpha|/|\hat{\alpha}|$. The RR penalty (36) was derived to be optimal under the assumption that the (true) coefficient vector $\alpha$ (26) has no preferred alignment with respect to the predictor variable distribution; all directions are equally likely (32). Thus, the (informal) priors, under which PLS and PCR might work best, would put increased mass on $\alpha$'s that have small projections on the subspace spanned by the eigenvectors corresponding to the smallest eigenvalues. For example, an (improper) prior for a $K$-component PCR would place zero mass on any coefficient vector $\alpha$ for which

$$\sum_{j=K+1}^p (\alpha^T \mathbf{v}_j)^2 > 0$$

and equal mass on all others. Here (44) $\{\mathbf{v}_j\}_{K+1}^p$ are the eigenvectors of the sample predictor variable covariance matrix (8) (9) associated with the smallest $N - K$ eigenvalues.

Judging from Figs. 1–4 a corresponding prior distribution for which PLS might work best is more complicated. As with PCR a “prior” for a $K$-component PLS solution would put low (but nonzero) mass on coefficient vectors that heavily project onto the smallest eigendirections. It would however put highest mass on those that project heavily onto the space spanned by the eigenvectors associated with eigenvalues close to $\sigma_k^2$, and moderate to high mass on the larger eigendirections.

In Figs. 1–4 the scale factors for RR, PCR and PLS were compared for the same amount of overall shrinkage $(|\alpha|/|\hat{\alpha}|)$. In any particular problem there is no reason that application of these three methods would result in exactly the same overall shrinkage of the OLS solution, although they are not likely to be dramatically different. The respective scale factors were normalized in this way so that insight could be gained through the relative shape of their scale factor spectra.

If one actually had a prior belief that the true coefficient vector $\alpha$ (26) is likely to be aligned with the larger eigendirections of the predictor sample covariance matrix $V$ (8), PCR or PLS might be preferred over RR. Another approach would be to directly reflect such a belief in the choice of a prior distribution $\pi(\alpha)$ for the true coefficient vector $\alpha$ (26). This prior would not be spherically symmetric (32) but would involve a more general quadratic form in $\alpha$

$$\pi(\alpha) = \pi(\alpha^T \Delta^{-1} \alpha).$$  

(45)
The (positive definite) matrix $\Delta$ would be chosen to emphasize directions for $\alpha/|\alpha|$ that align with the larger eigendirections of $V$ (8). One such possibility is to choose $\Delta$ to be proportional to $V^\delta$,

$$\Delta = \beta^2 V^\delta$$  \hfill (46)

where the proportionality constant

$$\beta^2 = E_\alpha|\alpha|^2 / \text{tr}(V^\delta)$$  \hfill (47)

is chosen to explicitly involve the expected value of $|\alpha|^2$ [numerator (47)] under $\pi(\alpha)$ (45), and the denominator (47) is the trace of the matrix $V^\delta$. The optimal linear shrinkage estimator (33) under this prior (45)–(47) is

$$\alpha = (V + \lambda V^{-\delta}) \text{ave}(y\alpha)$$  \hfill (48)

with

$$\lambda = \sigma^2 / (N\beta^2).$$  \hfill (49)

Here (49) $\sigma^2$ is the variance of the noise (26) (27) and $N$ is the training sample size. This procedure (48) (49) is known as “power” ridge regression (Sommers, 1964, Hoerl and Kennard, 1975). The corresponding (solution) shrinkage factors (33) in the principal component representation are

$$f_j^* = \frac{e_j^{2(\delta+1)}}{e_j^{2(\delta+1)} + \lambda}.$$  \hfill (50)

The prior parameter $\delta$ (46)–(48) regulates the degree to which the true coefficient vector $\alpha$ (26) is supposed to align with the major axes of the predictor variable distribution. The value $\delta = 0$ gives rise to RR (36) and corresponds to no preferred alignment. Setting $\delta > 0$ expresses a preference for alignment with the larger eigendirections corresponding (approximately) to PCR and PLS, whereas $\delta < 0$ places increased probability on the smaller eigendirections. The value $\delta = -1$ gives rise to James-Stein (James and Stein, 1961) shrinkage where the least-squares solution coefficients are each shrunk by the same (overall) factor. If a value for $\delta$ were unspecified one could regard it as an additional meta parameter of the procedure (along with $\lambda$) and choose both values (jointly) to minimize a model selection criterion such as CV (12). Whether this will lead to better performance than one of the existing competing methods (RR, PCR, PLS) is an open question that is the topic of current research.

One important issue is robustness of the procedure to the choice of a value for $\delta$. Suppose the true coefficient vector $\alpha$ (26) occurred with relative probability $\pi(\alpha \mid \delta = \delta^*)$ (45)–(47) but a different value, $\delta = \delta'$, were chosen for power ridge regression (48)–(50). A natural question is how
much accuracy is sacrificed in such a situation for different (joint) values of \((\delta^*, \delta')\). This is examined in Table 3 for a situation characterized by \(p = 20\) predictor variables, \(N = 40\) training observations, signal \(E_{\alpha|\alpha} = 1\), noise \(\sigma = 0.3\), and predictor variable covariance matrix eigenvalues \(\{\epsilon_j = j^2\}_{1}^{20}\). Shown in Table 3 are the ratios of actual to optimal expected squared-error loss when \(\delta = \delta'\) (vertical) is assumed and \(\delta = \delta^*\) (horizontal) is the true parameter characterizing \(\pi(\alpha)\) (45)–(47).

One sees from Table 3 that choosing \(\delta' = 0\) (RR) is the most robust choice (over these situations). James-Stein shrinkage \((\delta' = -1)\) is exceedingly dangerous except when \(\delta^* = -1\), causing preferential alignment with the smaller eigendirections. For all entries in which \(\delta^*\) and \(\delta'\) are nonnegative, choosing \(\delta' < \delta^*\) is better than vice versa. The evidence presented in Figs. 1–4 indicate that PCR and PLS more strongly penalize the smaller eigendirections than RR, thereby more closely corresponding to \(\delta' > 0\). The results presented in Table 3 then suggest that RR \((\gamma' = 0)\) might be the most robust choice if the nature of the alignment the true coefficient vector \(\alpha\) (26) with respect to the predictor variable distribution is unknown.

4.0. Variable Subset Selection. Variable subset selection (VSS) is the most popular method of regression regularization used in statistics. The basic goal is to choose a small subset of the predictor variables that yield the most accurate model when the regression is restricted to that subset. A sequence of subsets, indexed by the number of variables \(K\) comprising each one, are considered. For a given \(K\) the subset of that cardinality giving rise to the best OLS fit to the data is selected ("all subsets regression"). Sometimes forward/backwards stepwise procedures are employed to approximate this strategy with less computation. The subset cardinality \(K\) is considered to be a meta parameter of the procedure whose value is chosen through some model selection scheme, such as CV (12). Other model selection methods (intended for linear modeling) are also often employed but their use is not strictly correct since VSS is not a linear modeling method; the particular variables comprising each selected subset are heavily influenced by the response values \(\{y_i\}_{1}^{N}\) so that they enter into the estimates \(\{\hat{y}_i\}_{1}^{N}\) in a highly nonlinear fashion (see Breiman, 1989).

In order to try to gain some insight into the relationship between VSS and the procedures considered previously (RR, PCR and PLS) we again consider the (highly) idealized situation (26) (27) in a Bayesian framework

\[
Pr(\text{model} \mid \text{data}) = Pr(\text{data} \mid \text{model}) Pr(\text{model}) / Pr(\text{data})
\]  

(51)

where the left hand side ("posterior") is the quantity to be maximized, the first factor on the right hand side is the likelihood \(L\), the second factor the prior \(\pi(\alpha)\), and the denominator is a constant (given the data). If we further assume Gaussian errors

\[
e \sim N(0, \sigma^2)
\]
Table 3

Ratio of actual to optimal expected squared-error loss when the parameter $\delta = \delta'$ is used with power ridge regression, and the true value characterizing the prior distribution $\pi(\alpha)$ is $\delta = \delta^*$.

<table>
<thead>
<tr>
<th>$\delta^*$</th>
<th>-1</th>
<th>0</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta'$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1</td>
<td>1.00</td>
<td>3.57</td>
<td>6.87</td>
<td>9.43</td>
</tr>
<tr>
<td>0</td>
<td>1.37</td>
<td>1.00</td>
<td>1.10</td>
<td>1.27</td>
</tr>
<tr>
<td>1</td>
<td>1.58</td>
<td>1.20</td>
<td>1.00</td>
<td>1.08</td>
</tr>
<tr>
<td>2</td>
<td>1.76</td>
<td>1.81</td>
<td>1.15</td>
<td>1.00</td>
</tr>
</tbody>
</table>
the likelihood becomes
\[ \mathcal{L}(\alpha) \sim \exp[-(N/2\sigma^2) \text{ave}(y - a^T x)^2] \]

and maximizing (51) is equivalent to minimizing the (negative) log-posterior
\[ \text{ave}(y - a^T x)^2 - 2 \log \pi(\alpha) \] (52)

where \( \pi(\alpha) \) is the (prior) relative probability of encountering a (true) coefficient vector \( \alpha \) (26). This is a penalized least squares problem with penalty \(-2 \log \pi(\alpha)\).

In the preceding section we saw that choosing an “equidirection” prior (32) leads to procedures that shrink the coefficient vector estimate \( \alpha \) away from directions in the predictor variable space for which \( \text{ave}(a^T x/|a|^2) \) is small to control the variance of the estimate. The prior that leads to RR is
\[ -2 \log \pi_{RR}(\alpha) = \lambda \alpha^T \alpha \]
\[ = \lambda \sum_{j=1}^{p} |\alpha_j|^2. \] (53)

Informal “priors” leading to PCR and PLS were seen (Figs 1–4) to involve some preferential alignment of \( \alpha \) with respect to the eigendirections \( \{v_j\}_1^p \) (9) of the predictor covariance matrix (8).

In order to study VSS consider a generalization of (53) to
\[ -2 \log \pi(\alpha) = \lambda \sum_{j=1}^{p} |\alpha_j|^\gamma \] (54)

where \( \lambda > 0 \) (as before) regulates the strength of the penalty, and \( \gamma > 0 \) is an additional meta parameter that controls the degree of preference for the true coefficient vector \( \alpha \) (26) to align with the original variable \( \{x_j\}_{i}^p \) axis directions in the predictor space. A value \( \gamma = 2 \) yields a rotationally invariant penalty expressing no preference for any particular direction – leading to RR. For \( \gamma \neq 2 \), (54) is not rotationally invariant leading to a prior that places excess mass on particular orientations of \( \alpha \) with respect to the (original variable) coordinate axes.

Figure 5 shows contours of equal value for (54) (and thus for \( \pi(\alpha) \)) for several values of \( \gamma \) \( (p = 2) \). One sees that \( \gamma > 2 \) results in a prior that supposes that the true coefficient vector is more likely to be aligned in directions oblique to the variable axes whereas for \( \gamma < 2 \) it is more likely to be aligned with the axes. The parameter \( \gamma \) can be viewed as the degree to which the prior probability is concentrated along the favored directions. A value \( \gamma = \infty \) places maximum concentration along the diagonals, which is in fact not very strong. On the other hand, \( \gamma \rightarrow 0 \) places the entire prior mass in the directions of the coordinate axes.

The situation \( \gamma \rightarrow 0 \) corresponds to (all subsets) variable subset selection. In this case the sum in (54) simply counts the number of non-zero coefficients (variables that enter) and the strength
parameter $\lambda$ can be viewed as a penalty or cost for each one, controlling the number that do enter. Since the penalty term expresses no preference for particular variables, the “best” subset will be chosen through the minimization of the least-squares term, $\text{ave}(y-a^T x)^2$, of the combined criterion (52).

This discussion reveals that the prior that leads to VSS as being optimal is very different than the ones that lead to RR, PCR and PLS. It places the entire prior probability mass on the original variable axes, expressing the (prior) belief that only a few of the predictor variables are likely to have high relative influence on the response, but provides no information as to which ones. It will therefore work best to the extent that this tends to be the case. On the other hand, RR, PCR and PLS are controlled by a prior belief that many variables together collectively effect the response with no small subset of them standing out.

Expressions (52) and (54) reveal that VSS and RR can be viewed as two points ($\gamma = 0$, $\gamma = 2$, respectively) on a continuum of possible regression modeling procedures (indexed by $\gamma$). Choosing either procedure corresponds to selecting from one of these two points. For a given situation (data set) there is no a priori reason to suspect that the best value of $\gamma$ might be restricted to only these two choices. It is possible that an optimal value for $\gamma$ may be located at another point in the continuum ($0 < \gamma \leq \infty$). An alternative might be to use a model selection criterion (say CV) to jointly estimate optimal values of $\lambda$ and $\gamma$ to be used in the regression, thereby greatly expanding the class of modeling procedures. It is an open question as to whether such an approach will actually lead to improved performance; this is the subject of current research (joint with Leo Breiman).

5.0. A Comparative Monte Carlo Study of OLS, RR, PCR, PLS and VSS. This section presents a summary of results from a set of Monte Carlo experiments comparing the relative performance of OLS, RR, PCR, PLS and VSS, that is described in more detail in Frank (1989). The five methods were compared for 36 different situations. In all situations the training sample size was $N = 50$. The situations were differentiated by the number of predictor variables ($p = 5, 40, 100$), structure of the (population) predictor variable correlation matrix (independent: all off-diagonal elements zero, highly collinear: all off-diagonal elements equal 0.9), true regression coefficient vector $\alpha$ (26) (equal: $\{\alpha_j = 1\}^p$, unequal: $\{\alpha_j = j^2\}^p$), and signal to noise ratio (26) (27) $(\sigma/\text{var}(\alpha^T x))^{1/2} = 7, 3, 1$). A full $3 \times 2 \times 2 \times 3$ factorial design on the chosen levels for these four factors yields the 36 situations studied here.

For each situation, 100 repetitions of the following procedure were performed:

(1) Randomly generate $N = 50$ training observations with a joint Gaussian distribution (with specified population correlation matrix) for the predictors and using (26) for the response,
with $\epsilon$ drawn from a Gaussian with the specified $\sigma^2$ (27).

(2) Apply OLS, RR, PCR, PLS and VSS (forward stepwise) to the training sample using CV (12) for model selection.

(3) Generate $N_t = 100$ independent "test" observations from the same prescription as in (1).

(4) Compute the average-squared prediction error (pse) for the model selected for each method, over these test observations

$$
pse = \frac{1}{N_t} \sum_{i=1}^{N_t} [y_i - a_0 - a^T x]^2
$$

(55)

where here $(a_0, a)$ is the solution transformed back to the original (unstandardized) representation.

The computed pse values (55) for each method were averaged over the 100 replications of this procedure.

Figures 6–10 present a graphical summary of selected results from this simulation study. [Complete results in both graphical and tabular form are in Frank (1989).] The summaries are in the form of distances in a 36-dimensional Euclidean space. Average pse (55) in each of the 36 situations are the axes for this space. There are six points in the space, each defined by the 36 simultaneous values of average pse for OLS, RR, PCR, PLS, VSS, and the true (known) coefficient vector $\hat{y}_{\text{true}} = \alpha^T x$ (26). The quantities plotted in Figures 6–10 are the Euclidean distances (bar height) of each of the first five points (OLS, RR, PCR, PLS and VSS) from the sixth point which represents the performance using the "true" underlying coefficient vector as the regression model in each situation. Thus smaller values indicate better performance.

Figure 6 shows these distances in the full 36-dimensional space, which characterizes average performance over all 36 situations. Figures 7–10 show the distances in various subspaces characterized by slicing (conditioning) on specific values of some of the design variables. These represent respective average performance conditioned on these particular values.

One sees from Fig. 6 that (not surprisingly) OLS gives the worst performance overall. RR is seen to provide the best average overall performance, closely followed by PLS and PCR, respectively. Stepwise VSS gives distinctly inferior overall performance to the other biased procedures, but still considerably better than OLS. Figure 7 shows that the biased methods improve very little on OLS in the well conditioned ($p = 5, N = 50$) case, but as the conditioning of the problem becomes increasingly worse ($p = 40, 100$) their performance degrades substantially less than OLS, thereby providing increasing improvement over it. Figure 8 shows that the biased methods provide dramatic improvement (over OLS) in the highly collinear situations.

The results shown in Fig. 9 represent somewhat of a surprise. From the discussion in Section 4.0 one might have expected VSS to provide dramatically improved performance in the situations
corresponding to (highly) unequal (true) coefficient values for the respective variables. For the situations studied here \( \{ \alpha_j = j^2 \}_{i=1}^p \) this did not turn out to be the case. All the other biased methods dominated VSS for this case. Also, the performance of RR, PCR and PLS did not seem to degrade for the unequal coefficient case. Since (stepwise) VSS must surely dominate the other methods if few enough variables only contribute to the response dependence, it would appear that the structure provided by \( \{ \alpha_j = j^2 \}_{i=1}^p \) is not sharp enough to cause this phenomenon to set in.

Fig. 10 contains few surprises. (Remember that bar height is proportional to distance from the performance of the true model which itself degrades with decreasing signal to noise ratio.) Higher signal to noise seems to help OLS and VSS more than the other biased methods. This may be because their performance degrades less than OLS and VSS as the noise increases.

For the situations covered by this simulation study one can conclude that all the biased methods (RR, PCR, PLS and VSS) provide substantial improvement over OLS. In the well determined case the improvement was not significant. In all situations RR dominated all of the other methods studied. PLS usually did almost as well as RR and usually outperformed PCR, but not by very much. Surprisingly, VSS provided distinctly inferior performance to the other biased methods except in the well conditioned case where all methods gave nearly the same performance. Although not discussed here, the performance ranking of these five methods was the same in terms of accuracy of estimation of the individual regression coefficients [see Frank (1989)] as for the model prediction error shown here. Not surprisingly, the prediction error improves with increasing observation to variable ratio, increasing collinearity, and increasing signal to noise ratio. A bit surprising is the fact that performance seemed to be indifferent to the structure of the true coefficient values.

The results of this simulation study are in accord with the qualitative results derived from the discussion in Section 3.0. Namely that RR, PCR and PLS have similar properties and give similar performance. (Although not shown here, the actual solutions given by the three methods on the same data are usually quite similar.) One can speculate on the reasons why the performance ranking \( RR > PLS > PCR \) came out as it did. PCR might be troubled by its use of a sharp threshold in defining its shrinkage factors (42) whereas RR and PLS more smoothly shrink along the respective eigendirections [(36) and Figs. 1-4.] PLS may give up some performance edge to RR because it is not strictly shrinking (some \( f_j > 1 \)) which likely degrades its performance at least by a little bit (see (35)).

The performance differential between RR, PCR and PLS is seen here not to be great. One would not sacrifice much average accuracy over a lifetime of using one of them to the exclusion of the other two. Still one may see no reason to sacrifice any, in which case this study would indicate RR as the method of choice. The discussion in Section 3.0 and the simulation results presented
here suggest that claims as to the distinct superiority of any one of these three techniques should require substantial verification.

The situation is different with regard to OLS and VSS. Although these are the oldest and most used techniques in the statistical community, the results presented here suggest that there might be much to be gained by considering one of the more modern methods (RR, PCR or PLS) as well.

6.0. Multivariate Regression. We now consider the general case when more than one variable is regarded as a response ($q > 1$) (1)-(7) and a predictive relationship is to be modeled between each one $\{y_i\}_1^q$ and the complement set of variables, designated as predictors. The OLS solution to this (multivariate) problem is a separate ($q = 1$) uniresponse OLS regression of each $y_i$ on the predictor variables $x$, without regard to their commonality. The various biased regression methods (RR, PCR, PLS, VSS) could be applied to this problem by simply replacing each such uniresponse OLS regression with a corresponding biased ($q = 1$) regression, in accordance with this strategy. The discussion of the previous sections indicates that this would result in substantial performance gains in many situations.

This approach is not the one advocated for PLS (H. Wold, 1984). With PLS the response variables $y = \{y_i\}_1^q$ and the predictors $x = \{x_k\}_1^q$ are separately collected together into groups ("blocks") which are then treated in a common manner more or less symmetrically. Table 4 shows Wold's "two-block" algorithm that defines multiple response PLS regression.

If one were to develop a direct extension of Wold's ($q = 1$) PLS algorithm (Table 1) according to the strategy used by OLS ($q$-separate uniresponse regressions), line 3 of Table 1 would be replaced by the calculation of a separate covariance vector $w_{K_i}$ for each separate response residual $y_{K-1,i}$ on each separate $x$-residual $x_{K-1,i}$

$$w_{K_i} = \text{ave}(y_{K-1,i}, x_{K-1,i}), \quad i = 1, q.$$  

These would then be used to update $q$-separate models $\hat{y}_{K,i}$ (line 6) as well as $q$-separate new $y$-residuals, $y_{K,i}$, (line 7) and $x$-residuals, $x_{K,i}$ (line 8).

Examination of Table 4 reveals a different strategy. A single covariance vector $w_K$ is computed for all responses by the inner loop (lines 3-7) which is then used to update all of the models $\hat{y}_K$ (line 10) and the response residuals to obtain $y_K$ (line 11). A single set of $x$-residuals, $x_K$ is maintained by this algorithm using the single covariance vector $w_K$ (line 12) as in the uniresponse PLS algorithm (Table 1, line 8). The inner loop (lines 4-7) is an iterative algorithm for finding linear combinations of the response residuals $u^T y_{K-1}$ and the predictor residuals $w_K^T x_{K-1}$ that have maximal joint covariance. This algorithm starts with an arbitrary coefficient vector $u$ (line 3). After convergence of the inner loop the resulting $x$-residual linear combination covariance vector $w_K$ is then used for all updates.
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Table 4
Wold’s Two-Block PLS Algorithm

(1) Initialize: \( y_0 \leftarrow y; \ x_0 \leftarrow x; \ \hat{y}_0 \leftarrow 0 \)
(2) For \( K = 1 \) to \( p \) do:
(3) \( u \leftarrow (1, 0, \ldots, 0) \)
(4) Loop (until convergence)
(5) \( w_K = \text{ave}[u^T y_{K-1}]x_{K-1} \)
(6) \( u = \text{ave}[w_K^T x_{K-1}]y_{K-1} \)
(7) end Loop
(8) \( z_K = w_K^T x_{K-1} \)
(9) \( r_K = \text{ave}(y_{K-1}z_k)/\text{ave}(z_K^2)z_K \)
(10) \( \hat{y}_K = \hat{y}_{K-1} + r_K \)
(11) \( y_K = y_{K-1} - r_K \)
(12) \( x_K = x_{K-1} - [\text{ave}(z_K x_{K-1})/\text{ave}(z_K^2)]z_K \)
(13) if \( \text{ave}(x_K^T x_K) = 0 \) then Exit
(14) end For
This two block multiple response PLS algorithm produces \( R \) models \((R = \text{rank of } V (8))\) for each response \(\{\hat{y}_{Kj}\}_{K=1}^{R} \) spanning a full spectrum of solutions from the sample means \(\{\hat{y}_{j} = 0\}_{1}^{q}\) for \(K = 0\), to the OLS solutions for \(K = R\). The number of components \(K\) is considered a meta parameter of the procedure to be selected through cross-validation

\[
\hat{K} = \arg\min_{0 \leq K \leq R} \sum_{\ell=1}^{N} \sum_{j=1}^{q} [y_{j\ell} - \hat{y}_{Kj\ell}]^2 \tag{56}
\]

where \(y_{j\ell}\) is the value of the \(j\)th response for the \(\ell\)th training observation, and \(\hat{y}_{Kj\ell}\) is the \(K\)-component model for the \(j\)th response computed with the \(\ell\)th observation deleted from the training sample. Note that the same number of components \(K\) is used for each of the response models.

As with the unireponse PLS algorithm (Table 1) this two-block algorithm (Table 4) defining multi-response PLS does not reveal a great deal of insight as to its goal. One can gain more insight by following the prescription outlined in the beginning of Section 3.0. That is, to consider the regression procedure as a two-step process. First a \(K\)-dimensional subspace of \(p\)-dimensional Euclidean space is defined as being spanned by the unit vectors \(\{c_{k}\}_{1}^{K}\), and then \(q\)-OLS regressions are performed under the constraints that the solution coefficient vectors \(\{a_{j}\}_{1}^{q}\) (5) lie in that subspace

\[
a_{j} = \sum_{k=1}^{K} a_{kj} c_{k}. \tag{57}
\]

A regression procedure is then prescribed by defining the ordered sequence of unit vectors \(\{c_{k}\}_{1}^{R}\) that span the successive subspaces \(1 \leq K \leq R\). Defining each of these unit vectors to be the solution to

\[
c_{k} = \arg\min_{(c^{T}Vc_{\ell} = 0)} \arg\min_{u_{\ell=1}^{k-1}} \{\text{var}(u^{T}y) \cdot \text{corr}^2[(u^{T}y), (c^{T}x)] \cdot \text{var}(c^{T}x)\} \tag{58}
\]

gives (in this framework) the same sequence of models \(\{\hat{y}_{K}\}_{1}^{R}\) as the algorithm in Table 4 defining two-block PLS regression. As with the unireponse \((q = 1)\) PLS criterion (24) the constraints on \(\{c_{k}\}_{1}^{R}\) require them to be unit vectors and to be \(V\)-orthogonal so that the corresponding linear combinations are uncorrelated (23).

The multireponse PLS criterion (58) bears some similarity to that for single response PLS (24). It can be viewed as a penalized canonical correlation criterion. Using the middle factor, \(\text{corr}^2[(u^{T}y), (c^{T}x)]\), alone for the criterion would give rise to standard canonical correlation analysis, producing a sequence of uncorrelated linear combinations \(\{c_{k}^{T}x\}_{1}^{R}\) that maximally predict (the corresponding optimal linear combinations \((u^{T}y)\) of) the responses. The (unbiased) canonical correlation criterion (middle factor) is invariant to the scales of the corresponding linear combinations.
The complete PLS criterion (58) is seen to include two additional factors \( \text{var}(u^T y) \) and \( \text{var}(e^T x) \) that serve as penalties to bias the solutions away from low spread directions in both the \( x \) and \( y \) spaces. The penalty imposed on the predictor variable linear combination coefficient vector \( c \) is the same as that used for single response PLS (24). The discussion in Section 3.0 indicates that this mainly serves to control the variance of the estimated model. The introduction of the \( y \)-space penalty factor, and optimizing with respect to its associated linear combination coefficient vector \( u \), serves to place an additional penalty on the \( x \)-linear combination coefficient vectors \( \{c_k\}_1^R \) that define the sequence of PLS models \( \{\hat{y}_{Kj}\}_{K=1}^R \), they are not only biased away from low (data) spread directions in the predictor variable space, but also towards \( x \)-directions that preferentially predict the high spread directions in the response variable space.

A natural question to ask is to what extent (if any) should this multiresponse PLS strategy (58) improve performance over that of simply ignoring the response space covariance structure and performing \( q \)-separate (single response) regressions of each \( y_i \) on the predictors \( x \), using PLS (24) or one of the other competing biased regression techniques (RR, PCR). One way to gain some insight into this is to adopt an (idealized empirical) Bayesian framework (as in Section 3.0) and see what (joint) prior on the (true) coefficient vectors \( \{\alpha_j\}_1^q \)

\[
\pi(\alpha_1, \ldots, \alpha_q)
\]

would lead to such a strategy as being a good one. One can then judge the appropriateness of such a prior.

In the case of single response regression (Section 3.0) we saw that a prior distribution that placed no preference on any coefficient vector direction \( \alpha/|\alpha| \) (32) gave rise to the preferential shrinkage of the corresponding estimate \( a/|a| \) away from directions of low predictor spread (36), common to RR, PCR and PLS. In particular a Gaussian prior (53) (with Gaussian errors) leads to the optimality of RR. Consider a general joint Gaussian prior (59)

\[
\pi(\alpha_1, \ldots, \alpha_q) \sim \exp \left(-\frac{1}{2} \sum \alpha_{ik}\alpha_{jl}\Gamma^{-1}_{ijkt}\right)
\]

where the sum is over all indices \( 1 \leq i \leq q, 1 \leq j \leq q, 1 \leq k \leq p, 1 \leq l \leq \ell \leq p \). The covariance structure of such a prior distribution (60) is given by the \( q \times q \times p \times p \) array \( \Gamma \) with elements \( \Gamma_{ijkt} \), namely

\[
E(\alpha_1, \ldots, \alpha_q | \alpha_{ik}\alpha_{jl}) = \Gamma_{ijkt}.
\]

As in (32) (53) we choose this covariance structure to have no preferred directions in the predictor variable space – but not necessarily in the response variable space. This corresponds to (with some abuse of notation)

\[
\Gamma_{ijkt} = \Gamma_{ij}\delta_{kt}
\]
with $\delta_{kl} = 1$ if $k = l$, and $\delta_{kl} = 0$ otherwise. The corresponding resulting prior (60) (62) provides information (through $\Gamma_{ij}$ (62)) on the degree of similarity of the dependence of $y_i$ and $y_j$ on the predictors $x$, but no information as to the nature of that $x$-dependence. A relatively large positive value for $\Gamma_{ij}$ suggests that $y_i$ and $y_j$ have highly similar dependencies on $x$ whereas a large negative value indicates highly opposite dependencies. A relatively small value indicates dissimilar dependencies of $y_i$ and $y_j$ on the predictors. To further idealize the situation suppose that

$$y_i = \alpha_i^T x + \epsilon_i \quad (i = 1, q)$$

(63)

with the errors $\epsilon = \{\epsilon_i\}_1^q$ having a joint Gaussian distribution

$$\epsilon \sim N(0, \Sigma),$$

(64)

and, in addition, the error covariance is a multiple of the identity matrix

$$\Sigma = \sigma^2 I.$$  

(65)

If $\Sigma$ were known one could rotate and scale the $y$-space coordinates to that (65) is obtained in the transformed coordinate system. Otherwise (65) remains a simplifying assumption. Under these assumptions (60)–(65) the following generalization of RR to multiple responses is optimal (smallest mean-squared error):

$$A(\text{RR}) = \arg\min_A [\text{ave}(y - Ax)^T \Gamma(y - Ax) + \frac{\sigma^2}{N} ||A||^2].$$

(66)

Here (66) $A$ is a $(q \times p)$ matrix of regression coefficients (7), $\Gamma$ is the $(q \times q)$ “prior” matrix (62), $\sigma^2$ is the (common) error variance (65), and $||A||^2$ is the Frobenius norm

$$||A||^2 = \sum_{i=1}^q \sum_{j=1}^p A_{ij}^2.$$  

(67)

If the elements of the matrix $\Gamma$ (62) are unknown one can take an “empirical” Bayesian approach and estimate them from the (training) data. Assuming (60)–(65) one has

$$\text{ave}_{x} E_{y|x} = \alpha_1 \ldots \alpha_q (y_i, y_j) = \Gamma_{ij} \text{tr}(V) + \sigma^2$$

(68)

where the left-hand side (68) is the expected value of $(y_i, y_j)$ over both the error (64) (65) and coefficient prior (60) (62) distributions, then averaged over the predictor training sample. The quantity $\text{tr}(V)$ is the trace of the predictor sample covariance matrix $V$ (8). If the data are standardized (3) (4) then

$$\text{tr}(V) = p.$$  

(69)
Let \( W \) be the \((q \times q)\) sample covariance matrix of the response variables

\[
W_{ij} = \text{ave}(y_i, y_j).
\]  
(70)

Then from (68) an “estimate” for the elements of the matrix \( \Gamma \) would be

\[
\hat{\Gamma} = (W - \sigma^2 I)/\rho
\]  
(71)

which could then be used in conjunction with the criterion (66) to obtain the resulting estimate \( A(\hat{R}R) \) (given \( \sigma^2 \)). The common error variance \( \sigma^2 \) remains unknown and can be regarded as a meta parameter of the procedure to be estimated (from the training sample) through cross-validation:

\[
\hat{\sigma}^2 = \arg\min_{\sigma^2} \sum_{k=1}^{N} \| y_k - A_{1k}(\hat{R}R|\sigma^2)x_k \|^2
\]  
(72)

where \( A_{1k}(\hat{R}R|\sigma^2) \) is the coefficient matrix \( A(\hat{R}R) \) estimated from (66) (71) with the \( k \)th observation deleted from the training sample.

Insight into the nature of solutions provided by (66) (71) can be enhanced by rotating in the \( \mathbf{x} \) and \( \mathbf{y} \) spaces to their respective principal component representations using orthonormal rotation matrices \( U_\mathbf{x} \) and \( U_\mathbf{y} \) such that

\[
\begin{align*}
V &= U_\mathbf{x}^T E^2 U_\mathbf{x} \\
W &= U_\mathbf{y}^T H^2 U_\mathbf{y}
\end{align*}
\]  
(73)

with \( E^2 \) and \( H^2 \) being diagonal matrices comprising the respective (ordered) eigenvalues

\[
E^2 = \text{diag}(e_1^2, \ldots, e_p^2) \\
H^2 = \text{diag}(h_1^2, \ldots, h_q^2)
\]  
(74)

In this coordinate system solutions to (66) (71) simplify to

\[
A_{ij}(\hat{R}R) = \hat{\alpha}_{ij} \cdot \frac{g^2_{ij}}{g^2_{ij} + \rho \sigma^2 / N} \quad (i = 1, q; \quad j = 1, p)
\]  
(75)

with \( \hat{\alpha}_{ij} \) being the OLS coefficient estimates (in the PP-coordinate systems) and

\[
g^2_{ij} = e_j^2 (h_i^2 - \sigma^2)_+.
\]  
(76)

Here (76) the subscript “+” indicates the positive part of the argument

\[
(\eta)_+ = \begin{cases} 
\eta & \text{if } \eta > 0 \\
0 & \text{otherwise}
\end{cases}
\]  
(77)

This RR solution for multiple responses (75) (76) bears considerable resemblance to that for single response regression (38) in that each coefficient estimate is obtained by (differentially)
shrinking the corresponding (unbiased) OLS estimates. Here (for a given value \( \sigma^2 \)) the relative shrinkage is controlled both by \( e_j^2 \) (corresponding to direction sample spread) and \( h_j^2 \) (corresponding to the direction sample spread) in a more or less symmetric way through their product (76). A smaller value for either results in more shrinkage. The overall result is to bias the coefficient vector estimates (7) simultaneously away from low sample spread directions in both spaces. The overall degree of this bias is controlled by the value of \( \sigma^2 \) (the variance of the noise (65)). The larger its value the more bias that is introduced.

The solution (75) (76) can be recast as

\[
A_{ij}(RR) = \hat{\alpha}_{ij} \cdot \frac{e_j^2}{e_j^2 + \lambda_i}
\]  

(78)

with

\[
\lambda_i = p \sigma^2 / N(h_i^2 - \sigma^2).
\]  

(79)

Comparing (78) to (38) shows that this multireponse RR simply applies separate (unireponse) RR's to each principal component linear combination of the responses \( \{y_i(PP)\}_i \), with

\[
y(PP) = Uy,
\]  

(80)

(73) using separate ridge parameters \( \{\lambda_i\}_i \) for each one. As in single response RR (37) the ridge parameters (79) are related to the (inverse) signal to noise ratio.

Since the \( \{y_i(PP)\}_i \) are uncorrelated they represent a natural response set upon which to perform separate regressions. The basic difference between this approach (66) (78) (79) and one in which totally separate RR's are used is that the latter would separately estimate its own ridge parameter (for each \( y_i(PP) \)) through model selection (say CV) thereby giving rise to \( q \)-meta parameters \( \{\lambda_i\}_i \) to be estimated for the entire procedure. The method developed above (66) (78) (79) attempts to estimate all \( \{\lambda_i\}_i \) with a single meta parameter, \( \sigma^2 \), selected through CV. This is made possible through the assumption embodied in (65). To the extent that (65) represents a good approximation this should give rise to better performance. If not, totally separate RR's on each \( y_i(PP) \) may work better.

The assumptions that lead to the \( \{y_i(PP)\}_i \) (80) as being the natural coordinates for the single response regressions are (60) (62) through the results (68) (71). Informally, these (quite reasonably) state that the degree of similarity of the dependence of a pair of responses \( (y_i, y_j) \) on the predictors is reflected in their correlation. A large positive (or negative) correlation between \( y_i \) and \( y_j \) means that the corresponding (true) coefficient vectors \( \alpha_i \) and \( \alpha_j \) should be closely related, i.e. \( \alpha_i \sim \alpha_j \) (or \( \alpha_i \sim -\alpha_j \)). Small correlations imply no special relationship. This information is incorporated into the regression procedure by using the empirical response correlational structure to estimate
the transformation to linear combinations of the responses \( y_i(PP)_1^2 \) that are uncorrelated (no relationship between any of the coefficient vectors) where separate independent regressions are then performed.

These results suggest that unless the original response variables happen to be uncorrelated, there is profit to be gained in considering them together, rather than simply performing separate regressions on the original responses. This is accomplished by doing the separate regressions on their principal component linear combinations \( y_i(PP)_1^2 \) (80). For OLS this, of course, has no effect but for the shrinking procedures (RR, PCR, and PLS) this can make quite a difference.

The qualitative behavior of two-block multiresponse PLS (Table 4) as reflected in (57) (58) is seen to be captured also in multiresponse RR (66) (71) as reflected in (75) (76) – namely simultaneous shrinkage of the coefficient vector estimates away from low (sample) spread directions in both the \( x \) and \( y \) spaces. This fact serves then to justify this strategy on the part of the two-block PLS algorithm under the same assumptions that lead to multiresponse RR (66) (71). The principal assumption is that the respective response errors \( \{\epsilon_i\}_1^2 \) (63) are independent between the responses and all have approximately the same variance \( \{\sigma_i^2 \simeq \sigma^2\}_1^2 \) (65). To the extent that this tends to be the case, the low spread directions in the \( y \)-space will be dominated more by the noise than the high spread directions, and biasing the estimates away from these low spread directions will reduce the variance of the estimates. If the error covariance matrix \( \Sigma \) (64) is not well approximated by (65) then the two-block PLS strategy (Table 4) might be counterproductive and a series of uniresponse PLS regression (Table 1) of each of the response principal component linear combinations \( y_i(PP) \) (80) separately on the predictors could be (much) more effective. The same is of course also true for the corresponding versions of RR.

As noted above, if \( \Sigma \) (64) were known, it could be used to derive a transformation (rotation and scaling) of the \( y \)-coordinate system so that (65) was obtained in the transformed coordinate system. The analysis (two-block PLS or multiresponse RR) would then be performed in the transformed system and the inverse transform applied to the resulting solutions. Such a transformation can be derived by decomposing \( \Sigma \) into the product

\[
\Sigma = R^T R
\]

and taking

\[
Z = R y
\]

as the new responses.

The case of \( \Sigma \) (64) unknown can be directly treated in the context of OLS (Box and Draper, 1965). Here the residual covariance matrix is used as an estimate of \( \Sigma \)

\[
\hat{\Sigma}(A) = \text{ave}[ (y - A\bar{x})(y - A\bar{x})^T ].
\]
Since this estimate depends on the estimated coefficient matrix $A$ (which in turn depends on $\hat{\Sigma}$) an iterative algorithm is required. Using (82), the multiresponse (negative) log-likelihood (assuming Gaussian errors (64)) can be shown (see Bates and Watts, 1988, p. 138) to reduce to

$$-L(A) = \log \det[\hat{\Sigma}(A)].$$

This is minimized with respect to the coefficient matrix $A$, using (iterative) numerical optimization techniques, to obtain the estimate. It is an open question as to whether an analog of this approach can be developed for biased regression procedures such as RR, PCR or PLS.

We end this section by presenting results of a small Monte Carlo study comparing multivariate RR (66) (71) with two block PLS (Table 4) in several situations. We also compare both multivariate methods to that of applying separate univariate ($q = 1$) regressions on each (original) response separately. The situations are characterized by the respective eigenstructures of the (population) predictor and response variable covariance matrices (8) (70), signal to noise ratio, and alignment of the true coefficient vectors $\{\alpha_i\}^q_i$ (63) with the eigenstructure of the (population) predictor covariance matrix.

For the first study there are $p = 64$ predictor variables, $q = 4$ response variables, and $N = 40$ training observations. The study consisted of 100 replications of the following procedure. First $N = 40$ training observations were generated with the $p = 64$ predictors having a joint (population) Gaussian distribution with the specified covariance matrix. The corresponding $q = 4$ response variables were obtained from (63) with the $\{\epsilon_i\}^N_i$ generated from a Gaussian distribution with the (same) specified variance $\sigma^2$. The true coefficient vectors $\{\alpha_i\}^q_i$ (63) were each independently generated from $\pi(\alpha)$ (45)–(47) under the constraint that the (population) response covariance matrix be the one specified. Several values of the prior parameter $\delta$ were used. After each of the models were obtained [using CV (56) (72)], 1000 new observations were generated according to the same prescription and the average squared prediction error evaluated with them.

Table 5 compares multivariate RR (66) (71) (upper entry) with two-block PLS (lower entry) for predictor covariance matrix eigenvalues $\{e_j^2 = 1/j^2\}^p_i$ and response covariance matrix eigenvalues $\{h_i^2 = 1/i^2\}^q_i$ (74). The rows correspond to different signal to noise ratios and the columns to different prior parameters $\delta$, reflecting differing alignment of the true coefficient vectors $\{\alpha_i\}^q_i$ (63) with the predictor (population) distribution eigendirections. One sees that for $\delta = 0$ (equidirection prior) RR does a bit better than PLS. For $\delta = 1$ (moderate alignment) performance is nearly identical, whereas for $\delta = 10$ (very heavy alignment) PLS has a slight advantage. These results hold for all signal to noise ratios.

Table 6 presents a similar set of results for the same situation except with less collinearity in both spaces: $\{e_j^2 = 1/j\}^p_i$ and $\{h_i^2 = 1/i\}^q_i$. Here overall performance is worse for both methods.
but their respective relative performance is similar to that reflected in Table 5. These results lend further support to the conclusion that PLS assumes a prior distribution on the true coefficient vectors \( \{ \alpha_i \} \) (63) that preferentially aligns them with the larger eigendirections of the predictor covariance matrix \( (\delta > 0) \).

Table 7 compares the multivariate RR (66) (71) and two-block PLS (Table 4) procedures with the corresponding strategies of applying \( q \)-separate uniresponse \( (q = 1) \) regressions on the original responses. Here the situation is the same as that of Table 5 except that there are \( q = 8 \) responses and the comparison is made only for \( \delta = 0 \) (45)-(47). The relative relationship between multivariate RR and two-block PLS is seen to be the same as that reflected in Table 5 (first column). Each multiresponse method outperforms its corresponding univariate method, but by a surprisingly small amount. In fact separate RR’s do as well as two-block PLS. These results are especially surprising since the situation represented here is set up to provide optimal advantage for the multivariate procedures. Thus even in this optimal setting separate regressions do almost as well as their multiresponse counterparts. This result seems to run counter to the discussion above where it appeared that using the additional information provided by \( y \)-space correlational structure ought to help improve performance. This might well be the case if the population correlations were known. The simulation results indicate that having to estimate them from the data induces enough uncertainty to substantially mitigate this potential advantage, at least for the cases studied here.

Overall, the performance of multivariate RR (66) (71) and two-block PLS (Table 4) are comparable. The RR procedure has the advantage of requiring about three times less computation however.

7.0. Variable Scaling. OLS is equivariant with respect to rotation and scaling of the variable axes. That is, if one were to apply any (nonsingular) affine (linear-rotation and/or scaling) transformation to the variable axes, perform the (OLS) analysis in the transformed system, and then apply the inverse transformation to the solution, the result would be the same as if the analysis were done in the original coordinate system. None of the biased regression procedures discussed here (RR, PCR, PLS or VSS) enjoy this affine equivariance property. Applying such transformations on the variables can change the analysis and its result. RR, PCR and PLS are equivariant under (rigid) rotations of the coordinates. This property allowed us to study them in the sample principal component representations where the (transformed) covariance matrices were diagonal. They are not however equivariant to transformations that change the scales of the coordinates. VSS is equivariant under scaling of the variables, but not under rotations. All of these procedures are equivariant under translation of (the origin of) the coordinate systems.

In Section 3.0 we saw that the basic regularization provided by RR, PCR and PLS was to to
Table 5
Comparison of multivariate RR (upper entry) and two-block PLS (lower entry) for several signal to noise ratios $S/N$ (rows) and different prior parameter values $\delta$ (columns), for a highly collinear situation

<table>
<thead>
<tr>
<th>$S/N$</th>
<th>5</th>
<th>.35</th>
<th>.28</th>
<th>.26</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.24</td>
<td>.14</td>
<td>.12</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>.68</td>
<td>.61</td>
<td>.60</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.72</td>
<td>.63</td>
<td>.59</td>
<td></td>
</tr>
</tbody>
</table>
Table 6
Comparison of multivariate RR (upper entry) and two-block PLS (lower entry)
for several signal to noise ratios $S/N$ (rows) and different prior parameter
values $\delta$ (columns), for moderate collinearity.

<table>
<thead>
<tr>
<th>$S/N$</th>
<th>$\delta$</th>
<th>0</th>
<th>1</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td></td>
<td>.44</td>
<td>.27</td>
<td>.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>.47</td>
<td>.26</td>
<td>.15</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>.57</td>
<td>.41</td>
<td>.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>.62</td>
<td>.39</td>
<td>.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>.84</td>
<td>.73</td>
<td>.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td>.92</td>
<td>.74</td>
<td>.62</td>
</tr>
</tbody>
</table>
Table 7
Comparison of multivariate RR and two-block PLS with their corresponding (separate) uniresponse procedures, for several signal to noise ratios $S/N$ (rows), and prior parameter $\delta = 0$.

<table>
<thead>
<tr>
<th>$S/N$</th>
<th>multi-ridge</th>
<th>uni-ridge</th>
<th>two-block PLS</th>
<th>uni-PLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>.23</td>
<td>.25</td>
<td>.25</td>
<td>.27</td>
</tr>
<tr>
<td>5</td>
<td>.36</td>
<td>.39</td>
<td>.39</td>
<td>.44</td>
</tr>
<tr>
<td>1</td>
<td>.68</td>
<td>.74</td>
<td>.73</td>
<td>.79</td>
</tr>
</tbody>
</table>
shrink their solutions away from directions of small spread in the predictor space. This is not an affine invariant concept. If an original predictor variable $x_j$ has a (relatively) small scale compared to the other predictor variables

$$\text{var}(x_j) \ll \text{var}(x_k), \quad k \neq j$$

then the coordinate axis represented by this variable represents a direction of small spread in the predictor space and the solution will be biased away from involving this variable. Standardizing ("autoscaling") the variables (3) (4) to all have the same scale represents a deliberate choice on the part of the user to make all variables equally influential in the analysis. If it were known (a priori) that some variables ought to be more influential than others, this information could be incorporated by adjusting their relative scales to reflect that importance.

Lack of affine equivariance with respect to the predictor variables can be understood in the Bayesian framework adopted in Section 3.0. For RR the prior (32) leading to its optimality is invariant under rotations. That is, if one were to apply a (rigid) rotation characterized by an orthonormal matrix $U$ ($U^T U = U U^T = I$)

$$\alpha' = U \alpha$$

then

$$\pi(\alpha^T \alpha') = \pi(\alpha^T U^T U \alpha) = \pi(\alpha^T \alpha)$$

and the prior is unchanged, resulting in rotational equivariance. A more general prior would be

$$\pi(\alpha) = \pi(\alpha^T \Delta^{-1} \alpha)$$

where $\Delta$ is a $p \times p$ positive definite matrix. All rigid rotations (84) involve taking $\Delta = I$, the identity matrix. This makes all directions for $\alpha$ (the truth) equally likely using the original coordinate scales to define the metric. Taking $\Delta$ to represent a more general quadratic form in $\alpha$ (85) imposes a specific prior belief on the relative importance of various directions in the predictor space (again using a metric defined by the original variable scales). In particular, choosing $\Delta$ to be diagonal

$$\Delta = \text{diag}(\delta_1^2 \ldots \delta_p^2)$$

alters the prior belief of the relative importance of the original predictor variables (coordinates). The particular choice

$$\delta_j^2 = \text{var}(x_j^2), \quad j = 1, p$$
in (86) imposes the belief that all predictor variables have equal (a priori) importance, leading to the (data) scale invariant penalty

\[-2 \log \pi(\alpha) = \lambda \sum_{j=1}^{p} \text{var}(x_j^2) a_j^2\]

for RR (still using the original variable scales to form the metric). This is equivalent to changing the metric by standardizing the variables (3) (4) and then using \(\Delta = I\) with respect to his new metric.

The similarity of PCR and PLS to RR extends to this property as well. Standardizing the variables to all have the same scale imposes the prior belief that all of the predictor variables ought to be equally important. A different choice for the relative scales would reflect a different prior belief on their relative importance.

In Section 4.0 we saw that a prior leading to VSS places all of its mass on certain preferred directions in the predictor variable space, namely the coordinate axes ((54), \(\gamma \to 0\)). Changing the definition of the coordinate axes (preferred directions) through a rotation clearly alters such a prior, causing VSS to not be equivariant under rotations. As \(\gamma \to 0\) the (VSS prior) penalty (54) simply counts the number of nonzero coefficients and thus does not involve the variable scales. This causes VSS to be equivariant under predictor variable scaling.

Since one would not expect (nor want) a procedure to be invariant to the user's imposed prior beliefs as reflected in the chosen prior \(\pi(\alpha)\), it is no surprise that the regularized regression procedures RR, PCR, PLS and VSS are not affine equivariant in the predictor space.

Changing the scales of the response variables in multiple response regression (Section 6.0) has a similar effect but for a different reason. Changing their relative scales changes their relative influence on the solution. However this change is reflected through the loss criterion rather than prior belief. The squared-error loss criterion is

\[L = \sum_{i=1}^{q} (y_i - \hat{y}_i)^2.\]  

(87)

A more general (squared-error) loss criterion would be

\[L_M = (y - \hat{y})^T M^{-1} (y - \hat{y})\]  

(88)

with \(M\) some positive definite matrix chosen (by the user) to reflect the (relative) preference of accurately predicting certain linear combinations of the responses. Choosing \(M\) to be a diagonal matrix

\[M = \text{diag}(m_1 \ldots m_q)\]  

(89)
chooses the response variables themselves to reference the preferred linear combinations (axis directions). In particular, the choice $M = I$ causes their relative importance to be proportional to their sample variance, whereas the choice

$$m_i = \text{var}(y_i), \quad i = 1, q$$  \hspace{1cm} (90)

causes them to have equal influence on the loss criterion (88).

For OLS a choice for $M$ is irrelevant since this procedure chooses $\{\hat{y}_i\}_1^q$ such that each

$$E(y_i - \hat{y}_i), \quad i = 1, q$$

is minimized separately, without regard for the other responses. Performing separate biased regressions on each of the individual original responses has a similar effect in that $M$ is irrelevant; the result is the same regardless of a choice for $M$. This is not, however, the case for the biased procedures that operate collectively on the responses such as two-block PLS (Table 4) or multiresponse RR (66) (71). It is also not the case if the biased procedures are (separately) applied to the response principal component linear combinations $\{y_i((PP))^T\}_1^q$ (80) as suggested in Section 6.0. (An exception occurs when the chosen values of the regularization parameters turn out to give rise to unbiased OLS.)

Standardizing the response variables (3) (4) and using $M = I$ (88) in the transformed system is equivalent to using (88) (89) (90) in the original coordinate system, thereby making all original responses (but not their linear combinations) equally important (influential) in deriving the biased regression models for different levels of bias. If this is not what is wanted (i.e. it is important to accurately predict some responses more than others) then this desire can be incorporated into a choice for $M$ (88) or equivalently a choice for the relative scales of each response (if $M$ is diagonal), or their linear combinations (if $M$ is not diagonal).

8.0. Summary Conclusions. It has been the goal of this paper to bring together the popular regression methods in chemometrics and those of statistics into a common framework in order to attempt to shed some light on their similarities and differences. The characteristics of PLS in particular have so far eluded theoretical understanding. This has led to unsubstantiated claims concerning its performance in relation to other regularized regression procedures, such as that it makes fewer assumptions concerning the nature of the data. Simply because one does not understand the nature of the assumptions being made does not mean that they do not exist.

RR, PCR and PLS are seen to operate in a similar fashion and thus perform similarly in common situations. The prior (32) that leads to RR places no preference on the (true) coefficient vector direction $\alpha/|\alpha|$ thereby making the assumption that all are equally likely to be encountered.
PCR and PLS make the assumption that the truth is likely to have preferential alignment with the predictor data (sample) distribution. For PCR this preferred alignment is characterized by zero projection on the subspace spanned by the eigenvectors associated with the smallest $p - K$ eigenvalues, where $K$ is the number of chosen components. Figures 1–4 indicate that the corresponding assumptions associated with PLS are somewhat more complicated. As with PCR, PLS assumes that the true coefficient vector $\alpha$ is less likely to project onto the subspace spanned by the smallest principal components although it does permit some such projection. A somewhat surprising result is that a $K$-component PLS solution places increased likelihood of encountering $\alpha$'s that are aligned along the $K$th principal component, in fact expanding the OLS solution in that direction. As noted in Section 3.0, this is almost surely counterproductive and might explain the (slightly) superior performance of RR even when $\alpha$ is heavily aligned along the largest principal component directions. The solutions and hence the performance of RR, PCR and PLS tend to be quite similar in common situations largely because the variance part of the mean squared error tends to dominate the bias, especially in the directions of small predictor spread, causing all three methods to shrink heavily along those directions. In the presence of more symmetric designs larger differences between these methods might well emerge.

The most popular method of regularization used in statistics, VSS, was seen (Section 4.0) to make quite different assumptions. The prior that leads to VSS [(54), $\gamma \to 0$] is independent of the predictor sample (as is RR) placing all mass on the original predictor variable axes. This leads to the assumption that the response is likely to be influenced by a small number of the predictor variables, but leaves unspecified which ones. It will tend to work best in situations characterized by $\alpha$'s with components consisting of a very few large (absolute) values. The simulation results presented in Section 5.0 as well as other research (Copas, 1983) suggest that the size of this relevant variable subset must be a very small fraction of the total number of variables before VSS dominates the others in performance.

Section 6.0 examined multiple response regression and investigated the circumstances under which considering all of the responses as a group might lead to better performance than a sequence of separate regressions of each response individually on the predictors. The analysis indicated that if individual regressions were to be performed, applying them to the response principal component linear combinations $\{y_i(PP)^2\}$ (80) was the most natural since this incorporates information from the response correlational structure into the estimation procedure. The issue as to whether further improvement could be obtained through the more symmetric procedures characterized by two-block PLS (Table 4) or multiple response RR (66) (71) was seen to depend on the covariance structure $\Sigma$ (64) of the response error terms $\{\epsilon_i\}$ (63). To the extent that (65) serves as an
adequate approximation, using these procedures, that more symmetrically treat the responses and predictors, should lead to better performance. It should be noted that this condition (65) applies to the responses after they have been standardized (3) (4) so that in high signal to noise situations, (65) corresponds to the relative response error variances being approximately equal. In low signal to noise cases this standardization tends to equalize the respective error variances (but does not affect their correlational structure). The simulation study (Table 7) indicated that the performance gain in treating the responses together, as opposed to separate unireponse regressions, may not be great in practice even in highly favorable situations.

Finally, it is our hope that the informal treatment presented here will motivate theoretically oriented statisticians to take up the study of these regression techniques, thereby leading to a deeper and more thorough understanding than we were able to provide here.
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Figure Captions

**Figure 1:** Scale factors for PLS (solid), RR (dashed), and PCR (dotted) for neutral least-squares solution and high collinearity. Sown in each frame are the number of PLS components (upper entry), overall shrinkage (middle), and corresponding ridge parameter (lower entry).

**Figure 2:** Scale factors for PLS (solid), RR (dashed), and PCR (dotted) for neutral least-squares solution and moderate collinearity. The entries in each frame correspond to those of Fig. 1.

**Figure 3:** Scale factors for PLS (solid), RR (dashed), and PCR (dotted) for favorable least-squares solution and high collinearity. The entries in each frame correspond to those of Fig. 1.

**Figure 4:** Scale factors for PLS (solid), RR (dashed), and PCR (dotted) for unfavorable least squares solution and high collinearity. The entries in each frame correspond to those of Fig. 1.

**Figure 5:** Contours of equal value for the generalized ridge penalty for different values of $\gamma$.

**Figure 6:** Distances of OLS, RR, PCR, PLS, and VSS respectively from the performance of the true coefficient vector, averaged over all 36 situations.

**Figure 7:** Performance comparisons conditioned on the $p = 5, 40, \text{ and } 100$ variable situations.

**Figure 8:** Performance comparisons conditioned on high and low collinearity situations.

**Figure 9:** Performance comparisons conditioned on the structure of the true coefficients vector – equal and unequal coefficients.

**Figure 10:** Performance comparisons conditioned on signal to noise ratio.
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