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1. Introduction.

A variables plan of acceptance inspection is usually based on the assumption of normality. It often utilizes the sample mean and sample standard deviation. Other measures of variability may be used; for example, the sample range is often substituted for the sample standard deviation. However, regardless of the statistics employed in the application of a variables plan some assumption must be made about the distribution of the quality characteristic being tested.

Often the sample items are classified as defective or non-defective with respect to the quality characteristic. For example, the items may be classified as too large to fit or not, even though the actual dimensions could be measured. Such testing of attributes may be compared with variables inspection considering the relative desirability of each. The application of attributes inspection needs no assumption about the form of the distribution of the quality characteristic. On the other hand, in variables inspection fewer items need to be inspected for a given degree of reliability in determining the acceptability of a lot of such items. If the testing is expensive or destructive this consideration of smaller sample size may weigh heavily in favor of variables
sampling. One disadvantage of variables sampling arises in the following way: it may happen that the producer of a lot of manufactured product has performed complete screening of the lot and has removed all items considered defective by an attributes criterion yet the consumer may reject the lot, which although it contains no defectives does contain a sufficient number of individuals close enough to the limit of the quality characteristic to cause it to fail the variables criterion.

Mixed variables and attributes plans have been suggested as possible methods of retaining the advantage of smaller sample size while averting the possibility of rejecting screened lots. Such plans are the extension of the usual variables plans into double sampling plans wherein the first sample is inspected on a variables basis and, if a second sample is drawn, the items in both samples are inspected on an attributes basis.

For the purpose of analysis the mixed procedure can be considered as having two important elements. These are:

(1) The plan of action, i.e., the rules on the basis of which either one sample is drawn and the lot accepted, or two samples are drawn and the lot is either finally accepted or rejected.

(2) The properties of a given plan of action which determine its suitability. These are (a) the amount of inspection required by the plan, i.e., the average number of items which will be inspected when the plan is used for a large number of lots, and (b) the operating characteristics of the plan, i.e., the proportions of submitted lots that will be accepted or rejected when the plan is used for a large number of lots.
One such plan of action for mixed variables and attributes, when sampling from a normal population with unknown mean and variance, is given in the following paragraph. This type of plan is applicable in the one-sided case, that is, when there is a single limit to the quality characteristic being measured such that an item is considered defective if its measurement exceeds this limit in the case of an upper limit, or an item is considered defective if its measurement is exceeded by the limit in the case of a lower limit. (Two-sided cases are those wherein there are two limits specified, an upper and a lower limit, and an item is considered defective if its measurement either exceeds the upper limit or is exceeded by the lower limit.) In this paper only one-sided cases are considered with the discussion being confined to the case of a single upper limit. However all of the subsequent discussion applies with only very slight modification to the one-sided case with a single lower limit.

The plan of action is as follows:

(a) A sample of \( N_1 \) items is selected at random from the lot.

(b) The quality characteristic being inspected is measured and recorded for each item of the sample.

(c) The sample mean \( \bar{x} \) and the sample standard deviation \( s \) are computed from the \( N_1 \) measurements.

(d) The sample standard deviation \( s \) is multiplied by a certain constant \( k \) and added to the mean \( \bar{x} \) to obtain the statistic \( \bar{x} + ks \).

(e) The lot is accepted if \( \bar{x} + ks \) does not exceed the limit of the quality characteristic, say this limit is \( U \).

(f) If \( \bar{x} + ks > U \) a second sample of up to \( N_2 \) items is drawn at
random from the lot, items being drawn only until a decision to accept or reject the lot can be reached.

(g) The items in both samples are inspected by an attributes criterion. This need not involve measuring the items and recording the measurements but perhaps simply comparing the items to a standard or gauge and recording the number which are found to be too large. In practice the first sample would not be reinspected since those items which are found to have measurements exceeding U are classified as defective.

(h) If the total number d of defectives is found to exceed some constant a the sample is rejected, otherwise it is accepted.

This plan of action is characterized by four parameters: the two sample sizes \( N_1 \) and \( N_2 \), the variables criterion \( k \), and the attributes acceptance number \( a \). Any quadruple of numbers, \( N_1, N_2, k, a \) (where the first two are integers and refer to the first and second sample sizes, the third is a number which refers to the constant multiplier of \( s \), and the fourth is an integer) can be considered as a prescription for such a plan of action. Some desiderata which lead to the selection of a given plan are its average sample size and its operating characteristics. In order to carry out the computation required to determine these properties it is necessary, just as in the case of an ordinary variables plan, to assume knowledge of the distribution of the quality characteristic.

It would appear therefore that a mixed variables and attributes plan cannot overcome the handicap imposed by a perhaps unjustified assumption of normality. This is certainly true insofar as the exact determination of the average sample size and operating characteristics is concerned.
However, such a procedure has distinct psychological advantages: whether or not the assumption of normality is justified the lot cannot be rejected by the application of the variables criterion but only on an attributes basis. To the producer the lot seems to have been given a "second chance." On the other hand, if the distribution is very nearly normal, since a variables criterion is used in the first sample the average sample size will be smaller for a mixed plan than the average sample size for a straight attributes plan having the same operating characteristics.

It is true that if the distribution is really normal a straight variables procedure would result in the smaller long run volume of inspection than would either an attributes plan or a mixed plan. However, the application of the attributes procedure in the mixed plan prevents the rejection of a screened lot.

For the remainder of this report the assumption will be made that the quality characteristic has a normal or Gaussian distribution with some unknown mean $\mu$ and a standard deviation $\sigma$ which may or may not be known.

2. Summary.

An account is given of some of the problems involved in obtaining exact or approximate expressions for the average sample size and operating characteristics for some mixed variables and attributes plans.

If the standard deviation is assumed to be known it is shown that the computation may be carried out by a single numerical integration for the case $a = 0$, and by evaluating a double integral by numerical methods for general values of $a$. Another method of computation when $\sigma$ is known is that of using an asymptotic expansion. This latter method is probably much
less tedious than the former and should present little difficulty when performed on automatic machinery. Except for the very smallest first sample sizes it should yield results accurate enough for the practical application of mixed variables and attributes plans. For completeness it is indicated how some tables of V. J. Francis [1] may be used for the special case of \( a = 0, \sigma \) known.

In the case that the population standard deviation is unknown no feasible method of computation for the exact operating characteristic curve has been obtained. For the case \( a = 0, \sigma \) unknown, an exact solution is expressed as a multiple integral of order \( N_1 - 1 \). This serves only to point up the difficulty of obtaining an exact solution for the general case when \( \sigma \) is not known since evaluation of multiple integrals by numerical methods is a very lengthy process even with the most modern high speed machines. (In this connection reference should be made to a scheme suggested by I. R. Savage. In this procedure \( \bar{x} \) and \( s \) are computed only from non-defective items in the first sample. This makes the solution to the problem for \( a = 0 \) a solution for the case of general values of \( a \). If an approximation at least for the case \( a = 0 \) were found to yield practically accurate results this approximation could be used, in Savage's procedure, for all other values of \( a \). For details see [2].)

For the case \( a = 0, \sigma \) unknown, an alternative procedure is described here utilizing the extreme deviation from the mean in place of the sample standard deviation. This procedure would be of value for \( N_1 \) less than twenty since for these sample sizes the efficiency of the extreme deviation from the mean as an estimator of \( \sigma \) is fairly high. With this procedure
the computation of the average sample number curve and operating characteristic curve for a given plan may be carried out by a single numerical integration as in the case of \( a = 0, \sigma \) known.

For the case \( a = 0, \sigma \) unknown, there is given an approximation based on the asymptotic normality of the statistic used in the variables criterion when it is obtained from a truncated population.

For one particular set of parameters an approximation to the operating characteristic curve was obtained by the method of empirical sampling. This method was undertaken to investigate its feasibility in large scale work.

Finally, upper and lower bounds for the operating characteristic curve and average sample size curve are given.


3.1 Independent Plans.

We first consider a type of plan which differs from the one described on page 3 in that the population standard deviation is assumed to be known and only the second sample is subjected to attributes inspection.

Let the measurements \( x_1, x_2, \ldots, x_{N_1} \) be a random sample of size \( N_1 \) from a normal population with unknown mean \( \mu \) and known standard deviation \( \sigma \). An item is considered defective if its measurement exceeds \( U \). The lot of items from which the sample is drawn is accepted if \( \bar{x} \leq U - k \sigma \) where

\[
\bar{x} = \frac{\sum_{i=1}^{N_1} x_i}{N_1}
\]

and \( k \) is some constant. If \( \bar{x} > U - k \sigma \) a second sample of maximum size \( N_2 \) is drawn and this sample is subjected to an attributes test with acceptance number \( a \), i.e., if \( d_2 \), the number of defectives in the second sample, is less than or equal to \( a \) the lot is accepted, otherwise
it is rejected.

Denoting an ordinate on the operating characteristic (OC) curve by \( L_p \), we have

\[
L_p = \Pr \left( \bar{x} \leq U - k\sigma \mid p \right) + \Pr \left( \bar{x} > U - k\sigma \mid p \right) \Pr \left( d_2 \leq a \mid p \right)
\]

\[
= \Pr \left\{ z \leq \sqrt{\frac{N}{1}} (K_p - k) \right\} + \Pr \left\{ z > \sqrt{\frac{N}{1}} (K_p - k) \right\} \sum_{i=0}^{a} \binom{N}{i} p^i q^{N-1-i}
\]

where \( z \) is a standardized normal deviate, \( q = 1 - p \), and \( K_p \) is defined by

\[
\int_{K_p}^{\infty} \frac{-t^2}{2} \frac{e^{-t^2/2}}{\sqrt{2\pi}} \, dt = p.
\]

We consider only the case wherein the first sample is inspected completely and the second sample is curtailed as soon as a decision to accept or reject can be reached. The average sample size (ASN) is given by

\[
ASN = N_1 + N_2: a \Pr \left\{ z > \sqrt{\frac{N}{1}} (K_p - k) \right\}
\]

where

\[
N_2: a = \frac{a+1}{p} \left\{ 1 - \frac{p^{1\prime}}{N_{2\prime}+1} : a+1 \right\} + \frac{N_2-a}{q} \frac{p^{1\prime}}{N_{2\prime}+1} : a 1/
\]

where

\[
p_{N:m}^{1\prime} = \sum_{j=0}^{m} \binom{N}{j} p^j q^{N-j}.
\]

In independent mixed procedures information is lost by failing to take into account the first sample for attributes analysis.

\[
1/ \text{ Equation (43) page 214 of [3].}
\]
3.2 Dependent Plans, $\sigma$ Known.

For the procedure in which both samples are utilized in the attributes analysis the plan of action is as follows: if $\bar{x} \leq U - k\sigma$ accept the lot; if $\bar{x} > U - k\sigma$ draw a second sample of size $N_2$ (sampling will be curtailed as soon as a decision to accept or reject the lot can be made) and accept the lot if $d = d_1 + d_2 \leq a$; if $d > a$ reject the lot. $d_1$ is the number of defectives in the first sample and $d_2$ the number of defectives in the second sample.

Since the OC and ASN curves are plotted as functions of $p$, so that $\frac{U - \mu}{\sigma} = K_p$, we may assume for the purposes of computation that the observations are drawn from a normal population with zero mean and unit standard deviation. Then we have that:

$$L_p = \Pr \left\{ \sqrt{N_1} \bar{x} \leq \sqrt{N_1} (K_p - k) \right\} + \Pr \left\{ \bar{x} > K_p - k, d \leq a \right\} .$$

Since $\sqrt{N_1} \bar{x}$ is a standardized normal deviate evaluating the first term is accomplished by looking up the probability in a table of the normal integral. The second term may be written as:

$$\sum_{i=0}^{a} \Pr \left\{ d_2 \leq a - i \right\} \Pr \left\{ d_1 = i \right\} \Pr \left\{ \bar{x} > K_p - k \mid d_1 = i \right\} = \sum_{i=0}^{a} \binom{N_1}{i} p^i q^{N_1 - i} \Pr \left\{ \bar{x} > K_p - k \mid d_1 = i \right\} \sum_{j=0}^{a-i} \binom{N_2}{j} p^j q^{N_2 - j} .$$

With the exception of the conditional probabilities $\Pr \left\{ \bar{x} > K_p - k \mid d_1 = i; \ i = 0, 1, \ldots, a \right\}$, all the terms in the summand are readily computed.
We also have that

\[ \text{ASN} = N_1 + \sum_{j=0}^{a} N_{2:a-j} \cdot \Pr \left\{ \bar{x} > K_p - k, d_1 = j \right\} \]

where

\[ N_{2:a-j} = \frac{a-j+1}{p} \left\{ 1 - P_{N_{2+1:a-j+1}}^{k-i} \right\} + \frac{N_{2:a-j}}{q} P_{N_{2+1:a-j}}^{k-i} \]

with

\[ P_{N:m} = \sum_{j=0}^{m} \binom{N}{j} p^j q^{N-j} \]

It can be seen that the solution to the problem of computing the OC and ASN curves is essentially that of evaluating either \( \Pr \left\{ \bar{x} > K_p - k \mid d_1 = i \right\} \) or equivalently, evaluating \( \Pr \left\{ \bar{x} > K_p - k, d_1 = i \right\} \). For brevity the following notation will be used:

\( \Pr \left\{ \bar{x} > K_p - k \mid d_1 = i \right\} \) will be denoted by \( P(K_p - k \mid i) \)

\( \Pr \left\{ \bar{x} > K_p - k, d_1 = i \right\} \) will be denoted by \( P(K_p - k, i) \).

3.2.1 **Evaluation of** \( P(K_p - k, 0) \) **by Numerical Integration.**

Let \( x(1), x(2), \ldots, x(N_1) \) be the ordered first sample of \( N_1 \) observations, then

\[ P(K_p - k, 0) = \int_{R} \ldots \int_{R} \int_{\frac{N_1}{N_1}}^{\frac{N_1}{N_1}} e^{-\frac{1}{2} \sum_{j=1}^{N_1} x(j)^2} \prod_{j=1}^{N_1} dx(j) \]
where the region $R$ is given by the following restrictions on the variables

\[
\begin{align*}
K_p &\geq \sum_{j=1}^{N_1} \frac{x^{(j)}}{N_1} > K_p - k, \\
-\infty < x^{(1)} &\leq x^{(2)} \leq \ldots \leq x^{(N_1)} \leq K_p
\end{align*}
\]

Make the orthogonal transformation

\[
\begin{align*}
u_2 &= -x^{(1)} + x^{(2)} \\
u_3 &= -x^{(1)} - x^{(2)} + 2x^{(3)} \\
&\vdots \\
u_{N_1} &= -x^{(1)} - x^{(2)} - \ldots - x^{(N_1-1)} + (N_1 - 1)x^{(N_1)} \\
u_{N_1+1} &= \sqrt{N_1} \bar{x}
\end{align*}
\]

Under this transformation we obtain

\[
P_o(\bar{x}, d) = \int_{R'} \ldots \int_{R'} e^{-\frac{N_1}{2} \bar{x}^2 - \frac{1}{2} \sum_{j=2}^{N_1} u_j^2} \frac{N_1!}{(2\pi)^{N_1/2}} \prod_{j=2}^{N_1} du_j
d\bar{x}
\]

where the region $R'$ is defined by

\[
\begin{align*}
-\infty < K_p - k < \bar{x} &\leq K_p \\
0 &\leq u_2 < \infty \\
u_{j-1} &\leq \sqrt{\frac{1}{j-2}} u_j \\
u_{N_1} &\leq \sqrt{\frac{N_1}{N_1-1}} (K_p - \bar{x})
\end{align*}
\]
If we now make the transformation \( z_k = \sqrt{\frac{k-1}{k}} u_k \), then \( z_{N_1} \) is the extreme deviation from the mean \( (x_{N_1} - \bar{x}) \). Denote by \( F_{N_1}(z) \) the probability that \( z_{N_1} \leq z \) (assuming that we have integrated out the \( N_1 - 2 \) variables \( z_2, z_3, \ldots, z_{N_1-1} \)). We will have

\[
P(K_p - k, 0) = \int_{K_p - k}^{K_p} \frac{\frac{-N_1}{2} \bar{x}^2}{\sqrt{2\pi}} \, F_{N_1}(K_p - \bar{x}) \, d\bar{x}.
\]

This expression can be evaluated by numerical integration provided tables of \( F_{N_1} \) are available. Such tables have been prepared by K. R. Nair [4] for \( N_1 = 2, \ldots, 9 \) and F. E. Grubbs [5] for \( N_1 = 2, 3, \ldots, 25 \). If larger first samples are required the tables \( F_{N_1} \) can be extended by an iterative process of numerical integration since

\[
F_{N+1}(u) = \frac{(N + 1)^2}{2N^2} \int_0^u \frac{\frac{N+1}{2N} x^2}{\sqrt{2\pi}} \, F_N\left(\frac{N+1}{N} x\right) \, dx.
\]

(The above result was first derived by McKay [6].)

3.2.2 Evaluation of \( P(K_p - k, i) \) by Numerical Integration for General Values of \( i \).

\[
P(K_p - k, i) = \int \cdots \int_{R_i} \int_{\mathbb{R}} e^{-\frac{1}{2} \sum_{j=1}^{N_1} x(j)^2} \prod_{j=1}^{N_1} dx(j)
\]
where the region \( R' \) is defined by the following restrictions on the variables

\[
\begin{align*}
K_p - k & < \bar{x} < \infty \\
-\infty & < x(1) \leq x(2) \leq \cdots \leq x(i) \leq K_p < x(i+1) \leq \cdots \leq x(N_1) < \infty
\end{align*}
\]

The integrand can be rewritten as

\[
\begin{pmatrix} N_1 \\ i \end{pmatrix} \left[ \frac{i!}{(2\pi)^{k/2}} e^{-\frac{1}{2} \sum_{j=1}^{i} x(j)^2} \right] \left[ \frac{(N_1 - i)!}{(2\pi)^{k/2}} e^{-\frac{1}{2} \sum_{j=i+1}^{N_1} x(j)^2} \right]
\]

and by transformations similar to those of Section 3.2.1 made separately on the two sets of variables in each bracket we obtain

\[
P(K_p - k, i) = \binom{N_1}{i} \int_{S} \int F_i(K_p - \bar{x}_1)[1 - F_{N_1-i}(\bar{x}_1 - K_p)]
\]

\[
- \frac{1}{2} \left[ i \bar{x}_1^2 + (N_1 - i) \bar{x}_2^2 \right] e^{-\frac{1}{2} \left[ i \bar{x}_1^2 + (N_1 - i) \bar{x}_2^2 \right]}
\]

where \( \bar{x}_1 = \frac{1}{i} \sum_{j=1}^{i} x_j \), \( \bar{x}_2 = \frac{1}{N_1 - i} \sum_{j=i+1}^{N_1} x_j \)

and the functions \( F_k \) are the probability integrals for the extreme deviation from the mean mentioned in the previous section. The region \( S \) is given by the restrictions

\[
\begin{pmatrix} N_1(K_p - k) \\ N_1 - i \end{pmatrix} - \frac{1}{N_1 - i} \leq \bar{x}_1 \leq \bar{x}_2 < \infty
\]

\[
-\infty < \bar{x}_1 \leq K_p
\]
Evaluating this double integral would undoubtedly be very time consuming especially if complete sets of OC curves were required for many values of \( k \) and \( N_1 \). In later sections are given asymptotic approximations which are perhaps more useful.

3.2.3 Evaluation of \( P(K_p - k, 0) \) Using Some Tables of V. J. Francis.

It is evident that \( P(K_p - k, 0) \) can be found from the distribution of the sum of \( N_1 \) sample values from a normal population with zero mean and unit standard deviation truncated from above at \( K_p \). We use some results of V. J. Francis [1].

The probability density of \( x \) truncated from above at \( K_p \) is

\[
f_1(x) = \begin{cases} \frac{-x^2}{2} = \frac{e^{-x^2/2}}{\sqrt{2\pi}q} & \text{for } x \leq K_p \\ 0 & \text{for } x > K_p \end{cases}
\]

Denoting \( \frac{e^{-x^2/2}}{\sqrt{2\pi}} \) by \( \phi(x) \), let

\[
a_n = \int_{-\infty}^{\infty} x^n f_1(x) \, dx = \frac{1}{q} \int_{-\infty}^{K_p} x^n \phi(x) \, dx
\]

then

\[
a_o = 1, \quad a_1 = \frac{-\phi(K_p)}{q}
\]

and, in general

\[
a_n = k_p^{n-1} a_1 + (n-1) a_{n-2}
\]
so that

\[ \sigma^2(x) = a_2 - a_1^2 = 1 + K_p a_1 - a_1^2. \]

Let \( F_{N_1}(z, K_p) \) denote the probability integral of the standardized sum

\[ z = \frac{\sum_{j=1}^{N_1} x_j - N_1 a_1}{\sqrt{N_1} \sigma} \]

where the \( x_j \) are from a normal population with zero mean and unit standard deviation, truncated above at \( K_p \), then

\[ P(K_p - k, 0) = F_{N_1}(z, K_p). \]

This is a two parameter function and is tabulated by V. J. Francis [1] for \( N_1 = 1, 2, 4 \) and for \( K_p = 0, 0.5, 1.0, 1.5 \) and 2. The narrow range of the parameters limit their usefulness for the purpose at hand.

3.2.4 Asymptotic Expansion for \( P(K_p - k \mid 0) \).

Since \( z \) of the previous section is asymptotically normally distributed an Edgeworth series type of asymptotic expansion may be used as an approximation to \( P(K_p - k \mid 0). \) (See [7], Section 17.7.) Let

\[ \mu_n = \int_{-\infty}^{\infty} (y - a_1)^n f_1(y) \, dy \]

and let

\[ \phi(\gamma)(z) = \frac{d^\gamma}{dz^\gamma} \phi(z) = (-1)^\gamma H_{\gamma}(z) \phi(z) \]
where $H_\nu(z)$ is the Hermite polynomial of degree $\nu$. Then the expansion for
\[
\frac{dF_{n_1}}{dz} = f_{n_1},
\]
say, is
\[
f_{n_1}(z) = \phi(z) - \frac{\gamma_1}{6N_1} \phi(3)(z) + \frac{1}{N_1} \left[ \frac{\gamma_2}{24} \phi(4)(z) + \frac{\gamma_1^2}{72} \phi(6)(z) \right] + o\left(\frac{1}{N_1^{\frac{3}{2}}}\right)
\]
where
\[
\gamma_1 = \frac{\mu_3}{(\mu_2)^{\frac{3}{2}}}; \quad \gamma_2 = \frac{\mu_4}{\mu_2} - 3.
\]
Therefore, putting $z_0 = N_1 \left( \frac{K_p - k - a_1}{\sigma_1} \right)$,
\[
P(K_p - k | 0) = F_{n_1}(z_0) \simeq \int_{z_0}^{\infty} \phi(x) \, dx + \frac{\gamma_1}{6N_1} H_2(z_0) + \frac{\phi(z_0)}{N_1} \left[ \frac{\gamma_2}{24} H_3(z_0) + \frac{\gamma_1^2}{72} H_5(z_0) \right].
\]

If additional terms are desired the two following are

---

1/ By $O(r_N)$ is meant a quantity which is of the same order as $r_N$. That is, if $a_N = O(r_N)$, then the ratio of $a_N$ to $r_N$ is bounded as $N$ tends to infinity. There exist constants $M_0$ and $N_0$ such that $\frac{a_N}{r_N} \leq M_0$ for $N \geq N_0$. 
\[
\frac{\phi(z_o)}{N_1^2} \left[ \frac{\gamma_3}{120} H_4(z_o) + \frac{\gamma_1 \gamma_2}{144} H_6(z_o) + \frac{\gamma_3^3}{1296} H_8(z_o) \right] \\
+ \frac{\phi(z)}{N_1^2} \left[ \frac{\gamma_4}{720} H_4(z_o) + \left( \frac{\gamma_2^2}{1152} + \frac{\gamma_1 \gamma_3}{720} \right) H_7(z_o) + \frac{\gamma_1 \gamma_2^2}{1728} H_9(z_o) + \frac{\gamma_4^4}{34312} H_{11}(z_o) \right]
\]

where
\[
\gamma_3 = \frac{\mu_5}{(\mu_2)^2} - 10 \gamma_1
\]
\[
\gamma_4 = \frac{\mu_6}{\mu_2} - 15 \gamma_2 - 10 \gamma_1^2 - 15
\]

3.2.5 Asymptotic Expansion for \( P(K_p - k, l) \).

\[
P(K_p - k | l) = \Pr \left\{ \sum_{i=1}^{N_1} x(i) > N_1(K_p - k) \mid x(N_1 - l) \leq K_p, x(N_1) > K_p \right\}
\]

where \( x(N_1) \) is the largest observation and \( x(N_1 - l) \) the next largest.

The probability density of \( x(N_1) \) truncated from below at \( K_p \) is

\[
\begin{cases} 
\phi(x) \quad \text{for } x > K_p \\
0 \quad \text{for } x \leq K_p 
\end{cases}
\]

therefore, the probability density of \( y \), the sum of the \( N_1 \) \( x \)'s, is the convolution
\[ f_{N_1}^{(1)}(y) = \int_{-\infty}^{\infty} f_{N_1-1}(x) f_1^*(y-x) \, dx \]

\[ = \int_{-\infty}^{\min[(N_1 - 1) K_p, y - K_p]} f_{N_1-1}(x) f_1^*(y-x) \, dx \]

where \( y = \sum_{i=1}^{N_1} x_i \), and \( f_{N_1-1}(x) \) is the probability density of the sum of \( N_1 - 1 \) \( x \)'s truncated from above at \( K_p \) as in the previous section. Let

\[ a_n^* = \int_{-\infty}^{\infty} x^n f_1^*(x) \, dx = \frac{1}{p} \int_{K_p}^{\infty} y^n \phi(y) \, dy. \]

In general, \( a_n^* = k_p^{n-1} a_1^* + (n-1) a_{n-2}^* \). Denoting the central moments and semi-invariants of \( f_1^*(x) \) by \( \mu_n^* \) and \( \kappa_n^* \), and the central moments and semi-invariants of \( f_{N_1}^{(1)}(y) \) by \( \mu_n' \) and \( \kappa_n' \), we have, because of the additivity property for independent variables that

\[ E(y) = (N_1 - 1) a_1 + a_1^* \]

\[ \mu_2' = (N_1 - 1) \mu_2 + \mu_2^* \]

\[ \mu_3' = (N_1 - 1) \mu_3 + \mu_3^* \]

\[ \kappa_4' = (N_1 - 1) \kappa_4 + \kappa_4^* \]

Let

\[ \gamma_1' = \frac{\mu_3'}{(\mu_2')^2}, \quad \gamma_2' = \frac{\kappa_4'}{(\mu_2')^2} \]
and let $z_1 = \frac{1}{\left( N_1 - 1 \right) \mu_2 - \mu_2^* \frac{1}{2}} \left( \frac{N_1}{N_1 - 1} K_p - k \right) - (N_1 - 1) \frac{a_1 - a_1^*}{1}$

then an asymptotic expansion for $P(K_p - k \mid l)$ is given by

$$P(K_p - k \mid l) \sim \int_{N_1(K_p - k)}^{\infty} f_{N_1}^{(1)}(y) \, dy \sim \int_{z_1}^{\infty} \phi(x) \, dx + \frac{\gamma_1'}{6} H_2(z_1) \phi(z_1)$$

$$+ \phi(z_1) \left[ \frac{\gamma_2'}{24} H_3(z) + \frac{(\gamma_1')^2}{72} H_5(z_1) \right].$$

A list of constants to aid in computing OC and ASN curves by this method can be found in Table IV, in the appendix.

To extend this method for general values of $i$, we note that (in the notation of this and the previous sections)

$$P(K_p - k \mid i) = \int_{N_1(K_p - k)}^{\infty} f_{N_1}^{(i)}(y) \, dy$$

where

$$f_{N_1}^{(i)}(y) = \int_{-\infty}^{\infty} f_{N_1 - i}(x) f_{i}^*(y - x) \, dx$$

$$= \int_{-\infty}^{\min \left( (N_1 - i) K_p, y - i K_p \right)} f_{N_1 - i}(x) f_{i}^*(y - x) \, dx$$

and
\[ \chi_n \left( \sum_{i=1}^{N_1} x_i \right) = (N_1 - r) \chi_n^* + r \chi_n^* . \]

4. **Unknown \( \sigma \) Mixed Variables and Attributes Plans.**

Let \( x_1, \ldots, x_{N_1} \) be a random sample of size \( N_1 \) from a normal population with unknown mean \( \mu \) and unknown variance \( \sigma^2 \). An item is considered defective if its measured characteristic lies above \( U \). The lot is accepted on the basis of the first sample of \( N_1 \) items if \( \bar{x} + ks \leq U \) where \( k \) is some constant and

\[
\bar{x} = \frac{1}{N_1} \sum_{j=1}^{N_1} x_j \quad s^2 = \frac{1}{N_1 - 1} \sum_{j=1}^{N_1} (x_j - \bar{x})^2 .
\]

If \( \bar{x} + ks > U \) a second sample of up to \( N_2 \) items is drawn (sampling being curtailed as soon as a decision to accept or reject can be made) and both samples are subjected to an attributes analysis, the lot being rejected if \( d = d_1 + d_2 > a \), accepted if \( d \leq a \).

We then have

\[ L_p = \Pr \left\{ \bar{x} + ks \leq K_p \right\} + \Pr \left\{ \bar{x} + ks > K_p, d \leq a \right\} \]

where the observations can be assumed to have been drawn from a normal population with zero mean and unit standard deviation.

The first term can be written as follows

\[ \Pr \left\{ \bar{x} + ks \leq K_p \right\} = \Pr \left\{ t \geq \sqrt{N_1} k \right\} \]

where \( t \) is a non-central \( t \) variate with \( N_1 - 1 \) degrees of freedom and non-centrality parameter \( \sqrt{N_1} K_p \).

The second term may be written as
\[
\sum_{i=0}^{a} \Pr \left\{ d_2 \leq a - i \right\} \Pr \left\{ \bar{x} + ks > K_p, d_1 = i \right\}.
\]

As in the case of known $\sigma$ plans, our primary concern is with the joint probability, in this case, $\Pr \left\{ \bar{x} + ks > K_p, d_1 = i \right\}$, since the other term of the summand is a simple binomial probability.

Denoting $\Pr \left\{ \bar{x} + ks > K_p, d_1 = i \right\}$ by $P(K_p, k, i)$, and $\Pr \left\{ \bar{x} + ks > K_p \mid d_1 = i \right\}$ by $P(K_p, k \mid i)$ we have for the ASN curve

\[
\text{ASN} = N_1 + \sum_{j=0}^{a} P(K_p, k, i) N_2:a-j
\]

where $N_2:a-j$ is as defined in Section 3.2.

The problem of computing $P(K_p, k \mid i)$ or equivalently $P(K_p, k, i)$ even approximately, is much more difficult than that of computing $P(K_p - k, i)$. Essentially what is required is the conditional probability distribution function for the random variable

\[
t = \sqrt{\frac{K_p - \sum_{i=1}^{N_1} \frac{x(i)}{N_1} \sqrt{\sum_{i=1}^{N_1} (x(i) - \bar{x})^2}}{N_1 - 1}}
\]

given that, for the ordered observations $x(1), x(2), \ldots, x(N_1), x(1) \leq K_p, x(i+1) > K_p; i = 1, 2, \ldots, N_1$.

4.1 $P(K_p, k, 0)$ as a Multiple Integral.

\[
P(K_p, k, 0) = \Pr \left\{ \bar{x} + ks > K_p, x(N_1) \leq K_p \right\}
\]
where \( x_{(N_1)} \) is the largest observation in a sample drawn from a normal population with mean zero and unit variance. This may be written as

\[
\Pr \left\{ \frac{K_p - \bar{x}}{s} < k, \quad \frac{x_{(N_1)} - \bar{x}}{s} \leq \frac{K_p - \bar{x}}{s} \right\}.
\]

It follows from [5], Section 8 that \( \frac{x_{(N_1)} - \bar{x}}{s} \) is independent of \( \frac{K_p - \bar{x}}{s} \) and hence that the above probability is equal to

\[
\int \int \frac{f(\bar{x}) g(s)}{\left( \frac{K_p - \bar{x}}{s} > k \right)} \Pr \left\{ \frac{x_{(N_1)} - \bar{x}}{s} \leq \frac{K_p - \bar{x}}{s} \bigg| \bar{x}, s \right\} d\bar{x} ds
\]

where \( f(\bar{x}) \) and \( g(s) \) are the probability densities for \( \bar{x} \) and \( s \) respectively.

Denoting \( \Pr \left\{ \frac{\sqrt{N_1}}{s} (x_{(N_1)} - \bar{x}) \leq u \bigg| \bar{x}, s \right\} \) by \( G(u) \) and making the transformation \( t = \frac{\sqrt{N_1}}{s} (K_p - \bar{x}) \) we obtain

\[
(1) \quad F(K_p, k, 0) = \int_{\sqrt{N_1} k}^{\infty} h(t) G(t) \, dt.
\]

The function \( h \) is the probability density for a non-central \( t \) variate with \( N_1 - 1 \) degrees of freedom and non-centrality parameter \( \sqrt{N_1} K_p \); and this density itself involves a definite integral which cannot be evaluated in closed form. The function \( G \) is the probability integral for the ratio \( \frac{\sqrt{N_1}}{s} (x_{(N_1)} - \bar{x}) = \frac{\text{(extreme deviation from the mean)}}{\text{sample standard deviation}} \sqrt{N_1} \).

The function \( G \) was derived in the form of an \((N_1 - 2)\) fold multiple.
integral by Smirnov [9] and Grubbs [5]. Chandrasekar and Pearson [9] tabled some of the upper percentage points as did Grubbs and Smirnov. However, neither the density nor the probability integral have been tabled to any extent.

Inasmuch as the expression (1) is given in the form of an $N_1$-fold integral this result is of no practical value for the purpose of this paper but is included here for theoretical interest.

4.2 Plans with $a = 0$, Using the Extreme Deviation from the Mean.

Because of the extreme difficulty of computing the OC and ASN curves for the plans using the statistic $\bar{x} + k\sigma$ in the variables part of the plan, the following scheme is suggested as an alternative for the case $a = 0$, $\sigma$ unknown. This type of plan offers a (relatively) simple computation for values of $N_1$ less than or equal to twenty. It suffers from the handicap that the ease of computation is limited to the case of $a = 0$. However, this case may sometimes be useful and does serve to prevent the acceptance of screened lots.

The plan is as follows: on the basis of a sample of $N_1$ observations compute $\bar{x} + k\sigma$ where $v = x (N_1)^{-1} \bar{x}$, i.e., $v$ is the extreme deviation from the mean, referred to in Section 3.2.1. If $\bar{x} + k\sigma \leq U$ accept the lot; if $\bar{x} + k\sigma > U$ draw a second sample, as for previous plans, and subject the entire sample to an attributes analysis, rejecting the lot as soon as a defective is observed, accepting if no defectives are observed.

Here $v$ is used in place of $s$ as the estimator of $\sigma$, for unknown $\sigma$ plans. The efficiency is fairly high (see [5], page 45) for small values
of \( N_1 \), the variance of \( v \) being smaller than that of the sample range which is often used in place of \( s \) in small samples.

The OC curve is given by

\[
L_p = \Pr \left\{ \frac{\bar{x} + kv}{k} \leq K_p \right\} + \Pr \left\{ \frac{\bar{x} + kv}{k} > K_p, \ x(N_1) \leq K_p \right\} \Pr \left\{ d_2 = 0 \right\}
\]

where \( x(N_1) \) is the largest observation. This may be written as

\[
\Pr \left\{ v \leq \frac{K_p - \bar{x}}{k} \right\} + \Pr \left\{ \frac{K_p - \bar{x}}{k} \leq v \leq \frac{K_p - \bar{x}}{k} \right\} \Pr \left\{ d_2 = 0 \right\}
\]

\( k > 1 \).

Since \( v \) and \( \bar{x} \) are independently distributed and the probability integral of \( v \), for \( N_1 \) from 2 to 25, is adequately tabled, computing the ASN and OC curves involves only computing two single definite integrals by numerical methods, just as in the case of \( a = 0 \), known \( \sigma \) in Section 3.2.1.

4.3 An Asymptotic Approximation for \( P(K_p, k, 0) \)

Let \( \bar{x}, s \) be computed from a sample of size \( N_1 \) from a normal population with zero mean and unit variance truncated from above at \( K_p \). For large \( N_1 \), the statistic \( \bar{x} + ks \) is approximately normally distributed with some mean, say \( \alpha \), and some variance, say \( \beta^2 \). Therefore, if we put

\[
z_0 = \frac{K_p - \alpha}{\beta}
\]

\[
P(K_p, k, 0) = \int_{z_0}^{\infty} \frac{e^{-t^2/2}}{\sqrt{2\pi}} \, dt.
\]

From Cramer ([7], Section 27.7) we have that for any population with variance \( \sigma^2_1 \).
\[ E(s) = \sigma_1 + O\left(\frac{1}{N_1}\right) \]

\[ \text{Var}(s) = \frac{\mu_4 - \sigma_1^4}{4 \sigma_1^2 (N_1 - 1)} + O\left(\frac{1}{N_1^2}\right) \]

and by an argument similar to the one used there to obtain \( E(s) \) and \( \text{Var}(s) \), we have that

\[ \text{Cov}(\bar{x}, s) = \frac{3\mu_3}{4 N_1 \sigma_1} + O\left(\frac{1}{N_1^2}\right) \]

From Section 3.2.4 we recall that

\[ a_1 = \frac{-k_p^2}{e/q} \]

and that

\[ \sigma_1^{-2} = 1 + k_p a_1 - a_1^2 \]

Then it follows that

\[ \alpha = \text{E}(\bar{x} + ks) \approx a_1 + ks_1 - \frac{k(\mu_4 - \sigma_1^4)}{3(N_1 - 1) \sigma_1^2} \]

\[ \beta = \text{Var}(\bar{x} + ks) \approx \frac{\sigma_1^2}{N_1} + \frac{3 k \mu_3}{2 N_1 \sigma_1} + \frac{k^2(\mu_4 - \sigma_1^4)}{4(N_1 - 1) \sigma_1^2} \]

A table of the constants \( k_p, a_1, \sigma_1, \mu_3 \), and \( \mu_4 - \sigma_1^4 \) is given, for various values of \( p \), in Table V, in order to facilitate computation of the large sample approximation to \( F(k_p, k, 0) \).
4.4 **Solution to the Problem by the Method of Empirical Sampling when the Standard Deviation is not Assumed Known.**

It was decided to determine whether or not an OC curve could be drawn from the results of some empirical sampling. One particular plan was selected and the required probabilities were computed in a very simple manner. The reliability of this method can be judged only by the 'smoothness' and 'plausibility' of the curve obtained, although it may be possible to obtain some form of confidence limits for the curve.

The data used were 50,000 individuals drawn at random from a normal population, mean zero, variance one, taken from I.B.M. cards supplied by the Rand Corporation. These individuals were given to three decimal places, that is, they were spaced at intervals of 0.001.

The mixed variables and attributes plan selected was the one with

$$N_1 = 10$$

$$N_2 = 20$$

$$k = 1$$

$$a = 3$$

We had available, therefore, five thousand samples of ten, for each of which the statistic $\bar{x} + s$ was computed. From inspection of the corresponding single variables plan ($N = 10, k = 1$) it was decided to compute ten points on the OC curve at $p = 0.025, 0.05, 0.075, 0.10, 0.15, 0.20, 0.25, 0.30, 0.40, \text{ and } 0.50$.

The data were divided equally between these ten points, allowing 500 samples for each. The same figures were not used for more than one point.
From each of these the joint probability that \( \bar{x} + s \) is greater than the upper limit \( U \), and that the number of defectives is equal to \( i \), where \( i \) runs from zero to \( a \), was estimated.

Here \( U = K_p \), where

\[
1 - p = \int_{-\infty}^{K_p} \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2} x^2} dx.
\]

This probability was estimated simply by finding those samples with \( \bar{x} + s > U \) and counting the number of defectives in each sample.

Suppose for a given point (a given value of \( p \)), the number of samples with \( d_1 = i \) and \( \bar{x} + s > K_p \) is \( n_i \).

Let \( N = \sum_{i=0}^{10} n_i \).

Since \( d_1 \) can only be an integer between 0 and 10,

\[
\sum_{i=0}^{10} \text{Pr}(\bar{x} + s > K_p, d_1 = i) = \text{Pr}(\bar{x} + s > K_p).
\]

The expected value of \( N \), \( E(N) = \sum_{i=0}^{10} E(n_i) \).

\[
E(n_i) = \text{Pr}(\bar{x} + s > K_p, d_1 = i)500, \quad \text{since } n_i \text{ has the binomial distribution}
\]

\[
E(N) = \sum_{i=0}^{10} E(n_i) = 500 \sum_{i} \text{Pr}(\bar{x} + s > K_p, d_1 = i) = 500 \text{Pr}(\bar{x} + s > K_p).
\]
Since the probability of \( \overline{x} + s > K_p \) is known, the expected value of \( N \) is known.

Given the fact that there are \( N \) samples with \( \overline{x} + s > K_p \),

\[
E(n_i | N) = N \frac{\Pr(d_1 = i \mid \overline{x} + s > K_p)}{\Pr(\overline{x} + s > K_p)} = N \frac{\Pr(d_1 = i, \overline{x} + s > K_p)}{\Pr(\overline{x} + s > K_p)}.
\]

This is intended as a 'rough' justification for taking \( u_i = \frac{n_i}{N} \Pr(\overline{x} + s > K_p) \) as an estimate of \( \Pr(d_1 = i, \overline{x} + s > K_p) \) instead of the more usual \( \frac{n_i}{500} \).

Note that \( \sum_{i=0}^{10} u_i = \Pr(\overline{x} + s > K_p) \)

\[
= \sum_{i=0}^{10} \Pr(d_1 = i, \overline{x} + s > K_p).
\]

This property does not hold for the estimate \( \frac{n_i}{500} \).

Also the estimated ordinate of the OC curve,

\[
\hat{L}_p = \Pr(\overline{x} + s < K_p) + \sum_{i=0}^{a} \frac{n_i}{N} \Pr(\overline{x} + s > K_p) \Pr(d_2 \leq a - i)
\]

\[
= \Pr(\overline{x} + s < K_p) + \Pr(\overline{x} + s > K_p) \sum_{i=0}^{a} \frac{n_i}{N} \Pr(d_2 \leq a - i)
\]

\[
\leq \Pr(\overline{x} + s < K_p) + \Pr(\overline{x} + s > K_p) \sum_{i=0}^{a} \frac{n_i}{N}
\]

\[
\leq 1.
\]

In effect we are correcting for the difference between the actual value
of N and its expected value. This was found to be of appreciable significance in the case tried only when p, the percent defective was less than 0.10.

Then

\[ L_p = \Pr(\bar{x} + s < K_p) + \frac{\Pr(\bar{x} + s > K_p)}{N} \sum n_i \Pr(d_2 \leq a - i) \]

and the estimate of the OC curve may be plotted.

Data obtained are shown in Table I and the final OC curve compared with the corresponding single variables plan \((N = 10, k = 1)\) is shown on page 31.

It may be noticed that the largest discrepancy from the curve for the single variables plan occurs around the abscissa \(p = 0.10\). At this stage the number of observations with \(\bar{x} + s > K_p\) was 92 and increased thereafter with \(p\). Although it can not be claimed that a histogram of the number of defectives in these 92 samples is completely satisfactory, the indication is that accuracy sufficient for practical purposes of the Operating Characteristic curve can be achieved with empirical sampling of this order. Little would be gained by attempting to obtain a more accurate estimate of the joint probabilities in the cases of the smaller values of \(p\) by means of considering more samples at these levels at the expense of the other higher levels. As \(p\) increases, then only the first variables sample tends to be effective in the rejection or acceptance of the lot. The incoming quality is then such that if the lot is not accepted on the first variables sample it will nearly always contain sufficient defectives to cause it to be rejected on the second attributes sample. Hence the OC curve for the mixed variables and attributes plan tends to coincide with the corresponding single variables plan as \(p\) increases beyond a certain point.
<table>
<thead>
<tr>
<th>% defective</th>
<th>$d_1$</th>
<th>( n_1 )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5</td>
<td>( n_1/500 )</td>
<td>0.0008</td>
<td>0.004</td>
<td>0.004</td>
<td>0.0030</td>
<td>0.0015</td>
<td>0.0015</td>
<td>0.0015</td>
<td>0.0015</td>
<td>0.0015</td>
<td>0.0015</td>
<td>0.0015</td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>( n_1/500 )</td>
<td>0.006</td>
<td>0.012</td>
<td>0.004</td>
<td>0.0120</td>
<td>0.0240</td>
<td>0.0080</td>
<td>0.0080</td>
<td>0.0080</td>
<td>0.0080</td>
<td>0.0080</td>
<td>0.0080</td>
<td></td>
</tr>
<tr>
<td>7.5</td>
<td>( n_1/500 )</td>
<td>0.014</td>
<td>0.056</td>
<td>0.028</td>
<td>0.0165</td>
<td>0.0661</td>
<td>0.0330</td>
<td>0.0330</td>
<td>0.0330</td>
<td>0.0330</td>
<td>0.0330</td>
<td>0.0330</td>
<td></td>
</tr>
<tr>
<td>10.0</td>
<td>( n_1/500 )</td>
<td>0.002</td>
<td>0.040</td>
<td>0.080</td>
<td>0.0465</td>
<td>0.0930</td>
<td>0.0550</td>
<td>0.0550</td>
<td>0.0550</td>
<td>0.0550</td>
<td>0.0550</td>
<td>0.0550</td>
<td></td>
</tr>
<tr>
<td>15.0</td>
<td>( n_1/500 )</td>
<td>0.002</td>
<td>0.072</td>
<td>0.160</td>
<td>0.134</td>
<td>0.1603</td>
<td>0.1372</td>
<td>0.1372</td>
<td>0.1372</td>
<td>0.1372</td>
<td>0.1372</td>
<td>0.1372</td>
<td></td>
</tr>
<tr>
<td>20.0</td>
<td>( n_1/500 )</td>
<td>0.064</td>
<td>0.232</td>
<td>0.186</td>
<td>0.106</td>
<td>0.038</td>
<td>0.006</td>
<td>0.006</td>
<td>0.006</td>
<td>0.006</td>
<td>0.006</td>
<td>0.006</td>
<td></td>
</tr>
<tr>
<td>25.0</td>
<td>( n_1/500 )</td>
<td>0.002</td>
<td>0.080</td>
<td>0.242</td>
<td>0.238</td>
<td>0.142</td>
<td>0.056</td>
<td>0.008</td>
<td>0.004</td>
<td>0.002</td>
<td>0.002</td>
<td>0.002</td>
<td></td>
</tr>
<tr>
<td>30.0</td>
<td>( n_1/500 )</td>
<td>0.006</td>
<td>0.068</td>
<td>0.164</td>
<td>0.276</td>
<td>0.230</td>
<td>0.082</td>
<td>0.040</td>
<td>0.002</td>
<td>0.002</td>
<td>0.002</td>
<td>0.002</td>
<td></td>
</tr>
<tr>
<td>40.0</td>
<td>( n_1/500 )</td>
<td>0.028</td>
<td>0.106</td>
<td>0.216</td>
<td>0.260</td>
<td>0.216</td>
<td>0.092</td>
<td>0.048</td>
<td>0.008</td>
<td>0.004</td>
<td>0.004</td>
<td>0.004</td>
<td></td>
</tr>
<tr>
<td>50.0</td>
<td>( n_1/500 )</td>
<td>0.006</td>
<td>0.044</td>
<td>0.112</td>
<td>0.214</td>
<td>0.256</td>
<td>0.218</td>
<td>0.088</td>
<td>0.032</td>
<td>0.016</td>
<td>0.002</td>
<td>0.002</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE I.**
4.5 Application of this Method to Further Plans.

Each mixed variables and attributes plan is defined by the four constants \( N_1, N_2, k, a \). The empirical sampling involves only \( N_1 \) and \( k \) and it is, therefore, possible from the results of one set of data to calculate the OC curves for any desired combination of values of \( N_2 \) and \( a \). In all plans with the same \( N_1 \) and \( k \), we are estimating the same joint probabilities, and the use of the same data for such plans is justified. It would also be a great saving if the same data could be used for different values of \( k \), changes which could readily be effected. Here, however, we are estimating different joint probabilities and some doubt arises as to whether or not this step is justified.

So far in this section only the Operating Characteristic curve has been considered. The average sample number is given by

\[
ASN = N_1 + \sum_{i=0}^{a} \Pr(\bar{x} > K_p - k, d_1 = i) N_{2:a-1}
\]

where \( N_{2:a-1} \) is as defined in Section 3.2 and may be computed directly.

Hence the only terms remaining are of the form \( \Pr(\bar{x} > K_p - k, d_1 = i) \), the same terms exactly as were used in obtaining the OC curve. Thus from the same computations an estimate of the ASN curve may also be drawn.

5. Bounds for the OC and ASN Curves.

In this section both upper and lower bounds are obtained for the OC and ASN curves.

5.1 Known Standard Deviation.

The ordinate of the OC curve is given by
\[ L_p = \Pr(\bar{x} + k\sigma \leq U) + \sum_{i=0}^{a} \Pr(\bar{x} + k\sigma > U, d_1 \leq i) \Pr(d_2 = a - i). \]

Also, the greater the number of defectives among the \(x\)'s, the greater is the probability that the mean of the \(x\)'s, \(\bar{x}\) exceeds the fixed quantity \(U - k\sigma\).

This may be expressed as
\[ \Pr(\bar{x} + k\sigma > U \mid d_1 = i) \leq \Pr(\bar{x} + k\sigma > U \mid d_1 = i + 1). \]

Hence
\[ \Pr(\bar{x} + k\sigma > U \mid d_1 \leq a) \leq \Pr(\bar{x} + k\sigma > U \mid d_1 > a) \quad \text{for any } a < N_1. \]

Now
\[
\Pr(\bar{x} + k\sigma > U, d_1 \leq i) = \Pr(\bar{x} + k\sigma > U \mid d_1 \leq i) \Pr(d_1 \leq i)
\]
\[
= \Pr(d_1 \leq i) \left\{ \Pr(\bar{x} + k\sigma > U \mid d_1 \leq i) \left[ \Pr(d_1 \leq i) + \Pr(d_1 > i) \right] \right\}
\]
\[
\leq \Pr(d_1 \leq i) \left\{ \Pr(\bar{x} + k\sigma > U \mid d_1 \leq i) \Pr(d_1 \leq i)
\]
\[+ \Pr(\bar{x} + k\sigma > U \mid d_1 > i) \Pr(d_1 > i) \right\}
\]
\[
= \Pr(d_1 \leq i) \left\{ \Pr(\bar{x} + k\sigma > U, d_1 \leq i) + \Pr(\bar{x} + k\sigma > U, d_1 > i) \right\}
\]
\[
= \Pr(d_1 \leq i) \Pr(\bar{x} + k\sigma > U). \]

Both terms of this product have known distributions.

Hence
\[ L_p \leq \Pr(\bar{x} + k\sigma \leq U) + \sum_{i=0}^{a} \Pr(d_1 \leq i) \Pr(\bar{x} + k\sigma > U) \Pr(d_2 = a - i) \]
\[= \Pr(\bar{x} + k\sigma \leq U) + \Pr(\bar{x} + k\sigma > U) \sum_{i=0}^{a} \Pr(d_1 \leq i) \Pr(d_2 = a - i) \]
\[= \Pr(\bar{x} + k\sigma \leq U) + \Pr(\bar{x} + k\sigma > U) \Pr(d_1 + d_2 \leq a). \]
This expression contains terms whose values are easily computed, and hence an upper bound for the OC curve is obtained.

For a lower bound we use the fact that for any two events \( X, Y \), if \( X \cup Y \) denotes the occurrence of one or the other or both of these events and \( X \cap Y \) denotes the occurrence of both of the events, then

\[
\Pr(X \cup Y) + \Pr(X \cap Y) = \Pr(X) + \Pr(Y)
\]

\[.\cdot 1 \geq \Pr(X \cup Y) = \Pr(X) + \Pr(Y) - \Pr(X \cap Y)\]

i.e., \( \Pr(X \cap Y) \geq \Pr(X) + \Pr(Y) - 1 \).

We use the inequality in the form

\[
\Pr(\bar{x} + k\sigma > U, \ d_1 + d_2 \leq a) \geq \Pr(\bar{x} + k\sigma > U) + \Pr(d_1 + d_2 \leq a) - 1.
\]

The expression on the right hand side may be negative. Hence we write

\[
\Pr(\bar{x} + k\sigma > U, \ d_1 + d_2 \leq a) \geq \max \left[ 0, \Pr(\bar{x} + k\sigma > U) + \Pr(d_1 + d_2 \leq a) - 1 \right]
\]

\[
L_p = \Pr(\bar{x} + k\sigma \leq U) + \Pr(\bar{x} + k\sigma > U, \ d_1 + d_2 \leq a)
\]

\[\geq \max \left[ \Pr(\bar{x} + k\sigma \leq U), \ \Pr(d_1 + d_2 \leq a) \right]
\]

a lower bound for the OC curve.

5.2 Standard Deviation Unknown.

\[
L_p = \Pr(\bar{x} + ks \leq U) + \Pr(\bar{x} + ks > U, \ d_1 + d_2 \leq a).
\]

Now

\[
\Pr(\bar{x} + ks > U, \ d_1 + d_2 \leq a) \leq \Pr(\bar{x} + ks > U, \ d_2 \leq a)
\]

\[
\Pr(\bar{x} + ks > U, \ d_1 + d_2 \leq a) \leq \Pr(\bar{x} + ks > U) \ \Pr(d_2 \leq a)
\]

we also have

\[
\Pr(\bar{x} + ks > U, \ d_1 + d_2 \leq a) \leq \Pr(d_1 + d_2 \leq a)
\]
\[ \Pr(\bar{x} + k_s > U, d_1 + d_2 \leq a) \leq \min \left[ \Pr(\bar{x} + k_s > U) \Pr(d_2 \leq a), \Pr(d_1 + d_2 \leq a) \right] \]

\[ \therefore L_p \leq \min \left[ \Pr(\bar{x} + k_s \leq U) + \Pr(\bar{x} + k_s > U) \Pr(d_2 \leq a), \Pr(\bar{x} + k_s \leq U) + \Pr(d_1 + d_2 \leq a) \right] \]

an upper bound.

For a lower bound we use the same procedure as in the case of known \( \sigma \).

\[ \therefore L_p \geq \max \left[ \Pr(\bar{x} + k_s \leq U), \Pr(d_1 + d_2 \leq a) \right] \]

completing the bounds for the entire OC curve in this case.

6. Conclusion.

For the case that the sample standard deviation is assumed to be known the problem of computing the OC and ASN curves is essentially solved. Either the method of Sections 3.21 and 3.22 or that of Sections 3.24 and 3.25 may be used, the latter method however being much less tedious. A comparison of the two methods (numerical integration and asymptotic expansion) is given in Tables II and III which present the computations for one set of parameters \( (K_p = 1.6, k = 1.6, n = 25) \). The value of \( \Pr \left( \frac{\bar{x}}{\sigma} > K_p - k, d_1 = 0 \right) \) is .06311 computed by asymptotic expansion and .06344 computed by numerical integration. The agreement to three-places of decimals represents probably a greater degree of accuracy than is required for practical use, since the expression is multiplied by two small numbers when computing the OC curve. Also it must be remembered that these results are finally used in the preparation of graphs which seldom require more than two decimal places.

For the case that the sample standard deviation is not known no practical
methods of computation for the OC and ASN curves have been devised. It may be that, since only a small degree of accuracy is required, for practical application a sharpening of the bounds given in Section 5 would suffice.

The experience of one of the authors in obtaining the approximate results through empirical sampling indicate that such methods may be feasible providing high speed automatic computing machinery is available.

Either the method of empirical sampling or improved bounds may in fact be the only possible solutions in the case that one wishes to use the average-range in place of the sample standard deviation in the variables part of the mixed procedures, or in the case that there are two specification limits (an upper and lower) which define quality since the analysis is even more complex for these cases than for the cases considered.

Important questions which also have been left unanswered include finding criteria for relating the second sample size to the first sample size. The effect of increasing the second sample size (for the case of known-σ) is illustrated on the following two pages which give some typical OC curves.
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Operating characteristic curves for mixed variables & attribute plan; known sigma
\[ N_1 = 15, \quad k = 1.0, \quad a = 4 \]

Note: Curves for \( N_2 = 60 \) and \( N_2 = 75 \) are approximately the same.
Operating characteristic curves for mixed variables & attribute plan; known sigma

\[ N_1 = 15, \quad k = 1.0, \quad a = 6 \]
References


TABLE II. $P(\bar{x} > k_{\bar{x}, d_1=0})$ Evaluated by an Asymptotic Expansion

($\bar{x}$ is the mean of $N_1$ observations from a normal population with zero mean and unit variance, $N_1 = 25$.)

\[ p = .054799 \]
\[ a_1 = \frac{-1109208}{.945201} = -.11735155 \]
\[ a_2 = .8122375 \]
\[ \sigma_1^2 = .7984661 \]
\[ \sigma_1^4 = .6375481 \]
\[ a_3 = -.5351231 \]
\[ a_4 = 1.95604055 \]
\[ \mu_3 = -.2524033 \]
\[ \mu_4 = 1.7713954 \]
\[ \sigma_1 = -.3537613 \]
\[ \sigma_2 = -.2215502 \]

\[ z = \frac{5(.11735155)}{.8935693} = .6566449 \]

\[ z^2 = .43118252 \]
\[ z^3 = .28313380 \]
\[ z^5 = .2208235 \]

\[ P(\bar{x} > k_{\bar{x}, d_1=0}) = q_1 P(\bar{x} > k_{\bar{x}, d_1=0}) = \left[ \int_{\bar{x}}^{\infty} \frac{e^{-t^2/2}}{\sqrt{2 \pi}} dt + \frac{\sigma_1^2}{6 \sqrt{N_1}} H_2(z) \phi(z) \right. \]
\[ + \left. \frac{\phi(z)}{25} \left( \frac{\gamma_2}{24} H_3(z) + \frac{\gamma_4^2}{72} H_5(z) \right)^{N_1} \right] q_1 \]

\[ z = .6566449 \]
\[ \phi(z) = .3215733 \]
\[ H_2(z) = -.5688175 \]
\[ H_3(z) = -1.6868009 \]
\[ H_5(z) = 7.14041785 \]
\[ q_1 = .2444 \]

\[ P(\bar{x} > k_{\bar{x}, d_1=0}) \approx .06311 \]
TABLE III. \( P(\bar{x} > K_p - k, d_1 = 0) \) Evaluated by Numerical Integration

<table>
<thead>
<tr>
<th>( K_p - \sqrt{N_1} )</th>
<th>( F_{N_1}(1) )</th>
<th>( \sqrt{N_1} )</th>
<th>( -u_1^{2/2} )</th>
<th>( \frac{e^{-u_1^2/2}}{\sqrt{u_1}} )</th>
<th>( (2)(4) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.60</td>
<td>0.2248</td>
<td>0</td>
<td>0.39894</td>
<td>0.08958</td>
<td></td>
</tr>
<tr>
<td>1.55</td>
<td>0.1866</td>
<td>0.25</td>
<td>0.38667</td>
<td>0.07215</td>
<td></td>
</tr>
<tr>
<td>1.50</td>
<td>0.1516</td>
<td>0.50</td>
<td>0.35207</td>
<td>0.05337</td>
<td></td>
</tr>
<tr>
<td>1.45</td>
<td>0.1204</td>
<td>0.75</td>
<td>0.30114</td>
<td>0.03626</td>
<td></td>
</tr>
<tr>
<td>1.40</td>
<td>0.0932</td>
<td>1.0</td>
<td>0.24197</td>
<td>0.02255</td>
<td></td>
</tr>
<tr>
<td>1.35</td>
<td>0.0701</td>
<td>1.25</td>
<td>0.18265</td>
<td>0.01280</td>
<td></td>
</tr>
<tr>
<td>1.30</td>
<td>0.0512</td>
<td>1.50</td>
<td>0.12952</td>
<td>0.00663</td>
<td></td>
</tr>
<tr>
<td>1.25</td>
<td>0.0360</td>
<td>1.75</td>
<td>0.08628</td>
<td>0.00311</td>
<td></td>
</tr>
<tr>
<td>1.20</td>
<td>0.0244</td>
<td>2.0</td>
<td>0.05399</td>
<td>0.00132</td>
<td></td>
</tr>
<tr>
<td>1.15</td>
<td>0.0159</td>
<td>2.25</td>
<td>0.03174</td>
<td>0.00050</td>
<td></td>
</tr>
<tr>
<td>1.10</td>
<td>0.0099</td>
<td>2.50</td>
<td>0.01753</td>
<td>0.00017</td>
<td></td>
</tr>
<tr>
<td>1.05</td>
<td>0.0058</td>
<td>2.75</td>
<td>0.00909</td>
<td>0.00005</td>
<td></td>
</tr>
<tr>
<td>1.00</td>
<td>0.0032</td>
<td>3.0</td>
<td>0.00443</td>
<td>0.00001</td>
<td></td>
</tr>
<tr>
<td>0.95</td>
<td>0.0017</td>
<td>3.25</td>
<td>0.00203</td>
<td>0.00000</td>
<td></td>
</tr>
<tr>
<td>0.90</td>
<td>0.0008</td>
<td>3.50</td>
<td>0.00087</td>
<td>0.00000</td>
<td></td>
</tr>
<tr>
<td>0.85</td>
<td>0.0004</td>
<td>3.75</td>
<td>0.00035</td>
<td>0.00000</td>
<td></td>
</tr>
<tr>
<td>0.80</td>
<td>0.0001</td>
<td>4.00</td>
<td>0.00013</td>
<td>0.00000</td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>0.0001</td>
<td>4.25</td>
<td>0.00005</td>
<td>0.00000</td>
<td></td>
</tr>
<tr>
<td>0.70</td>
<td>0.0000</td>
<td>4.50</td>
<td>0.00002</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

* This quantity is obtained by the application of Simpson's rule to the ordinates of column (5). \( P(\bar{x} > K_p - k, d_1 = 0) \approx 0.06311. \)
<table>
<thead>
<tr>
<th>P</th>
<th>K_p</th>
<th>y_1</th>
<th>y_2</th>
<th>P</th>
<th>K_p</th>
<th>y_1</th>
<th>y_2</th>
</tr>
</thead>
<tbody>
<tr>
<td>.005</td>
<td>3.290521</td>
<td>-.0176603</td>
<td>-.0465676</td>
<td>.085</td>
<td>1.372204</td>
<td>-.440409</td>
<td>-.166928</td>
</tr>
<tr>
<td>.001</td>
<td>3.090232</td>
<td>-.0293795</td>
<td>-.0703933</td>
<td>.090</td>
<td>1.340755</td>
<td>-.452831</td>
<td>-.156552</td>
</tr>
<tr>
<td>.002</td>
<td>2.878162</td>
<td>-.0479339</td>
<td>-.102525</td>
<td>.095</td>
<td>1.310579</td>
<td>-.464816</td>
<td>-.145905</td>
</tr>
<tr>
<td>.003</td>
<td>2.747781</td>
<td>-.0631887</td>
<td>-.125128</td>
<td>.100</td>
<td>1.281552</td>
<td>-.476434</td>
<td>-.135067</td>
</tr>
<tr>
<td>.004</td>
<td>2.652070</td>
<td>-.0765022</td>
<td>-.142586</td>
<td>.110</td>
<td>1.226528</td>
<td>-.498632</td>
<td>-.112846</td>
</tr>
<tr>
<td>.005</td>
<td>2.575829</td>
<td>-.0884754</td>
<td>-.156701</td>
<td>.120</td>
<td>1.174987</td>
<td>-.515605</td>
<td>-.0900607</td>
</tr>
<tr>
<td>.006</td>
<td>2.512144</td>
<td>-.0994438</td>
<td>-.168438</td>
<td>.130</td>
<td>1.126391</td>
<td>-.539529</td>
<td>-.0668371</td>
</tr>
<tr>
<td>.007</td>
<td>2.457263</td>
<td>-.109607</td>
<td>-.178391</td>
<td>.140</td>
<td>1.080319</td>
<td>-.558519</td>
<td>-.0432642</td>
</tr>
<tr>
<td>.008</td>
<td>2.408916</td>
<td>-.119146</td>
<td>-.186930</td>
<td>.150</td>
<td>1.036433</td>
<td>-.576701</td>
<td>-.0194326</td>
</tr>
<tr>
<td>.009</td>
<td>2.365618</td>
<td>-.128129</td>
<td>-.194329</td>
<td>.160</td>
<td>0.994458</td>
<td>-.594129</td>
<td>.0046268</td>
</tr>
<tr>
<td>.010</td>
<td>2.326348</td>
<td>-.136649</td>
<td>-.200795</td>
<td>.170</td>
<td>0.954165</td>
<td>-.610907</td>
<td>.0318136</td>
</tr>
<tr>
<td>.015</td>
<td>2.170090</td>
<td>-.174038</td>
<td>-.223220</td>
<td>.180</td>
<td>0.915365</td>
<td>-.627085</td>
<td>.0532324</td>
</tr>
<tr>
<td>.020</td>
<td>2.053749</td>
<td>-.205437</td>
<td>-.235237</td>
<td>.190</td>
<td>0.877896</td>
<td>-.642727</td>
<td>.0777396</td>
</tr>
<tr>
<td>.025</td>
<td>1.959964</td>
<td>-.232874</td>
<td>-.241108</td>
<td>.200</td>
<td>0.841621</td>
<td>-.657871</td>
<td>.102313</td>
</tr>
<tr>
<td>.030</td>
<td>1.880794</td>
<td>-.257437</td>
<td>-.242929</td>
<td>.210</td>
<td>0.806421</td>
<td>-.672561</td>
<td>.126999</td>
</tr>
<tr>
<td>.035</td>
<td>1.811911</td>
<td>-.2797951</td>
<td>-.241917</td>
<td>.220</td>
<td>0.772193</td>
<td>-.686859</td>
<td>.151708</td>
</tr>
<tr>
<td>.040</td>
<td>1.750686</td>
<td>-.300398</td>
<td>-.238810</td>
<td>.230</td>
<td>0.738847</td>
<td>-.700748</td>
<td>.176523</td>
</tr>
<tr>
<td>.045</td>
<td>1.695398</td>
<td>-.319557</td>
<td>-.234121</td>
<td>.240</td>
<td>0.706303</td>
<td>-.714289</td>
<td>.201391</td>
</tr>
<tr>
<td>.050</td>
<td>1.644854</td>
<td>-.337588</td>
<td>-.227324</td>
<td>.250</td>
<td>0.674490</td>
<td>-.727517</td>
<td>.226281</td>
</tr>
<tr>
<td>.055</td>
<td>1.598193</td>
<td>-.354422</td>
<td>-.221256</td>
<td>.260</td>
<td>0.643345</td>
<td>-.740421</td>
<td>.251261</td>
</tr>
<tr>
<td>.060</td>
<td>1.554774</td>
<td>-.370448</td>
<td>-.213529</td>
<td>.280</td>
<td>0.582842</td>
<td>-.755413</td>
<td>.301285</td>
</tr>
<tr>
<td>.065</td>
<td>1.514102</td>
<td>-.385687</td>
<td>-.205145</td>
<td>.300</td>
<td>0.524401</td>
<td>-.789425</td>
<td>.351508</td>
</tr>
<tr>
<td>.070</td>
<td>1.475791</td>
<td>-.400918</td>
<td>-.190043</td>
<td>.320</td>
<td>0.467699</td>
<td>-.812568</td>
<td>.401928</td>
</tr>
<tr>
<td>.075</td>
<td>1.439531</td>
<td>-.414157</td>
<td>-.186812</td>
<td>.340</td>
<td>0.412463</td>
<td>-.834930</td>
<td>.452523</td>
</tr>
<tr>
<td>.080</td>
<td>1.405072</td>
<td>-.427532</td>
<td>-.177043</td>
<td>.360</td>
<td>0.358459</td>
<td>-.856637</td>
<td>.503389</td>
</tr>
<tr>
<td>.380</td>
<td>1.305481</td>
<td></td>
<td></td>
<td>.380</td>
<td>1.554457</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TABLE V. Constants to Facilitate Evaluating \(P(K_p, k, C)\) by a Large-Sample Approximation

<table>
<thead>
<tr>
<th>(p)</th>
<th>(K_p)</th>
<th>(a_1)</th>
<th>(\sigma_1)</th>
<th>(\mu_4 - \sigma_4^4)</th>
<th>(\sigma_3^3)</th>
<th>(\mu_2)</th>
<th>(\mu_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>.0005</td>
<td>3.290527</td>
<td>-.00177808</td>
<td>.997069</td>
<td>1.930628</td>
<td>.991232</td>
<td>.994146</td>
<td>-.0175054</td>
</tr>
<tr>
<td>.001</td>
<td>3.090232</td>
<td>-.00337046</td>
<td>.994773</td>
<td>1.889577</td>
<td>.984401</td>
<td>.989573</td>
<td>-.0289212</td>
</tr>
<tr>
<td>.002</td>
<td>2.878162</td>
<td>-.006355290</td>
<td>.990795</td>
<td>1.828570</td>
<td>.972639</td>
<td>.981675</td>
<td>-.0466224</td>
</tr>
<tr>
<td>.003</td>
<td>2.747781</td>
<td>-.00917672</td>
<td>.987269</td>
<td>1.781203</td>
<td>.962291</td>
<td>.974700</td>
<td>-.0608059</td>
</tr>
<tr>
<td>.004</td>
<td>2.652070</td>
<td>-.0118947</td>
<td>.984029</td>
<td>1.741567</td>
<td>.952848</td>
<td>.968313</td>
<td>-.0728950</td>
</tr>
<tr>
<td>.005</td>
<td>2.575829</td>
<td>-.0145324</td>
<td>.980997</td>
<td>1.707133</td>
<td>.944068</td>
<td>.962356</td>
<td>-.0835269</td>
</tr>
<tr>
<td>.006</td>
<td>2.512144</td>
<td>-.0171055</td>
<td>.978129</td>
<td>1.676509</td>
<td>.935811</td>
<td>.956736</td>
<td>-.0930606</td>
</tr>
<tr>
<td>.007</td>
<td>2.457263</td>
<td>-.0196244</td>
<td>.975394</td>
<td>1.648828</td>
<td>.927983</td>
<td>.951393</td>
<td>-.101725</td>
</tr>
<tr>
<td>.008</td>
<td>2.408916</td>
<td>-.0220964</td>
<td>.972771</td>
<td>1.623519</td>
<td>.920518</td>
<td>.946284</td>
<td>-.109676</td>
</tr>
<tr>
<td>.009</td>
<td>2.365618</td>
<td>-.0245272</td>
<td>.970245</td>
<td>1.600166</td>
<td>.913365</td>
<td>.941376</td>
<td>-.117029</td>
</tr>
<tr>
<td>.010</td>
<td>2.326348</td>
<td>-.0269213</td>
<td>.967805</td>
<td>1.578457</td>
<td>.906492</td>
<td>.936647</td>
<td>-.123871</td>
</tr>
<tr>
<td>.015</td>
<td>2.170090</td>
<td>-.0384471</td>
<td>.956602</td>
<td>1.487851</td>
<td>.875375</td>
<td>.915088</td>
<td>-.152349</td>
</tr>
<tr>
<td>.020</td>
<td>2.053749</td>
<td>-.0494062</td>
<td>.946621</td>
<td>1.417068</td>
<td>.848259</td>
<td>.896091</td>
<td>-.174264</td>
</tr>
<tr>
<td>.025</td>
<td>1.959964</td>
<td>-.0599437</td>
<td>.937507</td>
<td>1.358744</td>
<td>.823994</td>
<td>.878920</td>
<td>-.191887</td>
</tr>
<tr>
<td>.030</td>
<td>1.880794</td>
<td>-.0701464</td>
<td>.929058</td>
<td>1.309060</td>
<td>.801915</td>
<td>.853148</td>
<td>-.206442</td>
</tr>
<tr>
<td>.035</td>
<td>1.811911</td>
<td>-.0800726</td>
<td>.921143</td>
<td>1.265748</td>
<td>.781594</td>
<td>.848504</td>
<td>-.218686</td>
</tr>
<tr>
<td>.040</td>
<td>1.750686</td>
<td>-.0897644</td>
<td>.913670</td>
<td>1.227336</td>
<td>.762725</td>
<td>.834793</td>
<td>-.229121</td>
</tr>
<tr>
<td>.045</td>
<td>1.695398</td>
<td>-.0992532</td>
<td>.906573</td>
<td>1.192814</td>
<td>.745090</td>
<td>.821875</td>
<td>-.238099</td>
</tr>
<tr>
<td>.050</td>
<td>1.644854</td>
<td>-.108564</td>
<td>.899801</td>
<td>1.161461</td>
<td>.728517</td>
<td>.809642</td>
<td>-.245879</td>
</tr>
<tr>
<td>.055</td>
<td>1.598193</td>
<td>-.117716</td>
<td>.893314</td>
<td>1.132740</td>
<td>.712874</td>
<td>.798010</td>
<td>-.252658</td>
</tr>
<tr>
<td>.060</td>
<td>1.554774</td>
<td>-.126727</td>
<td>.887078</td>
<td>1.106226</td>
<td>.698049</td>
<td>.786908</td>
<td>-.258591</td>
</tr>
<tr>
<td>.065</td>
<td>1.514102</td>
<td>-.135609</td>
<td>.881070</td>
<td>1.081610</td>
<td>.683961</td>
<td>.776284</td>
<td>-.263795</td>
</tr>
<tr>
<td>.07</td>
<td>1.475791</td>
<td>-.144374</td>
<td>.875266</td>
<td>1.058633</td>
<td>.670533</td>
<td>.766090</td>
<td>-.268370</td>
</tr>
<tr>
<td>.075</td>
<td>1.439531</td>
<td>-.153032</td>
<td>.869648</td>
<td>1.037089</td>
<td>.657703</td>
<td>.756287</td>
<td>-.272392</td>
</tr>
<tr>
<td>.08</td>
<td>1.405072</td>
<td>-.161593</td>
<td>.864198</td>
<td>1.016785</td>
<td>.645416</td>
<td>.746838</td>
<td>-.275936</td>
</tr>
<tr>
<td>p</td>
<td>( K_P )</td>
<td>( a_1 )</td>
<td>( \sigma_1 )</td>
<td>( \mu_4 - \sigma_4^4 )</td>
<td>( \sigma_1^3 )</td>
<td>( \mu_2 )</td>
<td>( \mu_3 )</td>
</tr>
<tr>
<td>----</td>
<td>--------</td>
<td>-------</td>
<td>-----------</td>
<td>----------------</td>
<td>----------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>.085</td>
<td>1.372204</td>
<td>-1.70064</td>
<td>.858903</td>
<td>.997600</td>
<td>.633626</td>
<td>.737715</td>
<td>-.279054</td>
</tr>
<tr>
<td>.09</td>
<td>1.340755</td>
<td>-1.78452</td>
<td>.853753</td>
<td>.979402</td>
<td>.622296</td>
<td>.728895</td>
<td>-.281793</td>
</tr>
<tr>
<td>.095</td>
<td>1.310579</td>
<td>-1.86760</td>
<td>.848738</td>
<td>.962116</td>
<td>.611394</td>
<td>.720357</td>
<td>-.284186</td>
</tr>
<tr>
<td>.10</td>
<td>1.281552</td>
<td>-1.94998</td>
<td>.843846</td>
<td>.945618</td>
<td>.600882</td>
<td>.712076</td>
<td>-.286281</td>
</tr>
<tr>
<td>.11</td>
<td>1.226528</td>
<td>-2.11276</td>
<td>.834402</td>
<td>.914762</td>
<td>.580932</td>
<td>.696226</td>
<td>-.289671</td>
</tr>
<tr>
<td>.12</td>
<td>1.174987</td>
<td>-2.27318</td>
<td>.825367</td>
<td>.886357</td>
<td>.562266</td>
<td>.681231</td>
<td>-.292156</td>
</tr>
<tr>
<td>.13</td>
<td>1.126391</td>
<td>-2.43155</td>
<td>.816693</td>
<td>.860012</td>
<td>.544724</td>
<td>.666938</td>
<td>-.293895</td>
</tr>
<tr>
<td>.14</td>
<td>1.080319</td>
<td>-2.58810</td>
<td>.808344</td>
<td>.835444</td>
<td>.528188</td>
<td>.653420</td>
<td>-.295003</td>
</tr>
<tr>
<td>.15</td>
<td>1.036433</td>
<td>-2.74305</td>
<td>.800286</td>
<td>.812401</td>
<td>.512550</td>
<td>.640458</td>
<td>-.295585</td>
</tr>
<tr>
<td>.16</td>
<td>.994458</td>
<td>-2.89657</td>
<td>.792494</td>
<td>.790711</td>
<td>.497723</td>
<td>.628047</td>
<td>-.295712</td>
</tr>
<tr>
<td>.17</td>
<td>.954165</td>
<td>-3.04884</td>
<td>.784943</td>
<td>.770202</td>
<td>.483632</td>
<td>.616136</td>
<td>-.295454</td>
</tr>
<tr>
<td>.18</td>
<td>.915365</td>
<td>-3.20000</td>
<td>.777614</td>
<td>.750748</td>
<td>.470210</td>
<td>.604683</td>
<td>-.294862</td>
</tr>
<tr>
<td>.19</td>
<td>.877896</td>
<td>-3.35019</td>
<td>.770487</td>
<td>.732237</td>
<td>.457400</td>
<td>.593650</td>
<td>-.293983</td>
</tr>
<tr>
<td>.20</td>
<td>.841621</td>
<td>-3.49952</td>
<td>.763549</td>
<td>.714570</td>
<td>.445154</td>
<td>.583007</td>
<td>-.292854</td>
</tr>
<tr>
<td>.21</td>
<td>.806421</td>
<td>-3.64811</td>
<td>.756784</td>
<td>.697677</td>
<td>.433427</td>
<td>.572722</td>
<td>-.291506</td>
</tr>
<tr>
<td>.22</td>
<td>.772193</td>
<td>-3.79608</td>
<td>.750178</td>
<td>.681461</td>
<td>.422175</td>
<td>.562757</td>
<td>-.289975</td>
</tr>
<tr>
<td>.23</td>
<td>.738847</td>
<td>-3.94348</td>
<td>.743725</td>
<td>.665905</td>
<td>.411374</td>
<td>.553127</td>
<td>-.288270</td>
</tr>
<tr>
<td>.24</td>
<td>.706303</td>
<td>-4.09043</td>
<td>.737412</td>
<td>.650934</td>
<td>.400987</td>
<td>.543776</td>
<td>-.286420</td>
</tr>
<tr>
<td>.25</td>
<td>.674490</td>
<td>-4.23703</td>
<td>.731227</td>
<td>.636487</td>
<td>.390982</td>
<td>.534693</td>
<td>-.284446</td>
</tr>
<tr>
<td>.26</td>
<td>.643345</td>
<td>-4.38331</td>
<td>.725168</td>
<td>.622557</td>
<td>.381343</td>
<td>.525868</td>
<td>-.282353</td>
</tr>
<tr>
<td>.28</td>
<td>.582842</td>
<td>-4.67532</td>
<td>.713384</td>
<td>.596026</td>
<td>.363053</td>
<td>.508917</td>
<td>-.277886</td>
</tr>
<tr>
<td>.30</td>
<td>.524401</td>
<td>-4.96704</td>
<td>.702006</td>
<td>.571099</td>
<td>.345958</td>
<td>.492813</td>
<td>-.273108</td>
</tr>
<tr>
<td>.32</td>
<td>.467699</td>
<td>-5.25899</td>
<td>.690991</td>
<td>.547582</td>
<td>.329926</td>
<td>.477488</td>
<td>-.268087</td>
</tr>
<tr>
<td>.34</td>
<td>.412463</td>
<td>-5.55167</td>
<td>.680297</td>
<td>.525301</td>
<td>.314844</td>
<td>.462804</td>
<td>-.262873</td>
</tr>
<tr>
<td>.36</td>
<td>.358459</td>
<td>-5.84559</td>
<td>.669889</td>
<td>.504125</td>
<td>.300613</td>
<td>.448751</td>
<td>-.257516</td>
</tr>
<tr>
<td>.38</td>
<td>.305481</td>
<td>-6.14123</td>
<td>.659735</td>
<td>.483924</td>
<td>.287150</td>
<td>.435250</td>
<td>-.252050</td>
</tr>
</tbody>
</table>