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Abstract:
We describe a relaxed and generalized notion of maximum entropy problems for multinomial distributions. By introducing a simple re-parametrization we are able to derive an efficient homotopy tracking for the entire relaxation path. The end result is an algorithm that can provide optimal probabilistic estimates for any relaxation parameter using linear space and sub-linear time. We also show that the Legendre dual of the relaxed maximum entropy problem is the task of finding the maximum-likelihood estimator for an exponential distribution with L1 regularization. Hence, our solution can be used for problems such as language modeling with sparse parameter representation. We describe a simple large deviation bound that holds for any relaxation parameter and conclude with a demonstration and a discussion of potential applications.
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