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THE ESTIMATION OF COHERENCE

By

Nigel Nettheim

1. Theory and Assumptions for a Pair of Time Series

1.1 Time Series

This thesis deals with the problem of estimating certain properties of a pair of time series whose values at time t are given by the real random sequence

\[(X_j(t), X_k(t)), \quad t = \ldots, -1, 0, 1, \ldots\]

from a sample of observations at times t = 1, \ldots, T. We refer to t as time, although it could for instance be a spacial coordinate. The same symbols are used for random variables as for observed values since the context will indicate the meaning.

More general index sets could arise: for example, one might have T_j observations on X_j(t) and T_k on X_k(t); or one series might be quarterly while the other is monthly; or again the sample might be taken continuously. Such cases will not be considered here, although the population from which the sample is taken can always be regarded as defined in continuous time. It is hoped in the future to extend the present methods and results to problems involving three or more series and higher order spectra.
1.2 Stationary Time Series

The series considered in this work are always assumed to have expected value zero:

\[ E[X_j(t)] = 0. \]

In most practical cases the mean value will be a non-zero function of time but it can usually be removed readily by methods, known as detrending, which have been discussed by Parzen (1964).

The series are further assumed to be jointly stationary in the sense that their covariances exist and are functions only of the time lag \( v \):

\[ E[X_j(t) X_k(t+v)] = R_{jk}(v), \quad v = ..., -1, 0, 1, ... \]

When \( j = k \) we speak of the autocovariance functions and when \( j \neq k \) of the cross-covariance functions; note that \( R_{jk}(v) = R_{kj}(-v) \). It is emphasized that stationarity of each individual series does not imply joint stationarity. The stationarity assumption has sometimes been relaxed, for instance by Priestley (1965). However, it is generally felt that stationary spectral methods are quite robust, and experience indicates that meaningful conclusions can be drawn even when they are applied to highly non-stationary series; in any case they are the natural first approach.

Moments of order higher than the second will also be assumed to exist when needed.
1.3 Spectra

It is well known (Yaglom, 1962, p. 55) that stationary covariance functions have a spectral representation:

$$R_{jk}(v) = \int_{-\pi}^{\pi} e^{iv\lambda} dF_{jk}(\lambda)$$

where the functions $F_{jk}(\lambda)$ are called spectral distribution functions.

Here we assume that each $F_{jk}(\lambda)$ is absolutely continuous (for which a sufficient condition is $\sum_{v=-\infty}^{\infty} |R_{jk}(v)| < \infty$) so that

$$R_{jk}(v) = \int_{-\pi}^{\pi} e^{iv\lambda} f_{jk}(\lambda) d\lambda.$$  

The functions $f_{jk}(\lambda)$ are called autospectra when $j = k$ and cross-spectra otherwise; they are defined explicitly by

$$f_{jk}(\omega) = \frac{1}{2\pi} \sum_{v=-\infty}^{\infty} R_{jk}(v) e^{-iv\omega}, \quad -\pi \leq \omega \leq \pi.$$  

These functions will always be assumed to be uniformly continuous. Note that

$$f_{jk}(\omega) = f_{kj}(-\omega) = \overline{f_{kj}(\omega)},$$

the bar denoting complex conjugation. Thus autospectra are always real, while cross-spectra are in general complex-valued. It is easy to show that the matrix $\hat{f}(\omega)$ of spectral densities is non-negative definite, so that

$$f_{jj}(\omega) \geq 0, \quad f_{jj}(\omega) f_{kk}(\omega) - |f_{jk}(\omega)|^2 \geq 0.$$  

In interpreting much of spectral analysis it is useful to note the famous spectral representation theorem (Yaglom, 1962, p. 54) which is
stated here in a simplified form: any real stationary random sequence with zero mean value function and absolutely continuous spectral distribution function has the canonical representation

\[ X_j(t) = \int_{-\pi}^{\pi} \cos \lambda t \, dU_j(\lambda) + \int_{-\pi}^{\pi} \sin \lambda t \, dV_j(\lambda) \]

where \( dU_j(\lambda) \) and \( dV_j(\lambda) \) are real random variables indexed by the parameter \( \lambda \), the integral is defined as the limit in mean square of the natural approximating sum, components at frequencies \( \lambda, \mu \) are uncorrelated unless \( |\lambda| = |\mu| \), and

\[
E[dU_j(\lambda)] = E[dV_j(\lambda)] = 0 \]
\[
E[(dU_j(\lambda))^2] = E[(dV_j(\lambda))^2] = \frac{1}{2} f_{jj}(\lambda) d\lambda
\]

while for two series \( X_j(t) \) and \( X_k(t) \) we have, assuming \( F_{jk}(\lambda) \) is absolutely continuous,

\[
E[dU_j(\lambda) \, dU_k(\lambda)] = E[dV_j(\lambda) \, dV_k(\lambda)] = \frac{1}{2} c_{jk}(\lambda) d\lambda
\]
\[
E[dU_j(\lambda) \, dV_k(\lambda)] = - E[dV_j(\lambda) \, dU_k(\lambda)] = \frac{1}{2} q_{jk}(\lambda) d\lambda
\]

where

\[
f_{jk}(\omega) = c_{jk}(\omega) + iq_{jk}(\omega), \quad j \neq k;
\]

similar relations hold at pairs of frequencies \( (\lambda, -\lambda) \). More concisely, the representation

\[ X_j(t) = \int_{-\pi}^{\pi} e^{it\lambda} \, dZ_j(\lambda) \]

holds, where

\[
E[|dZ_j(\lambda)|^2] = f_{jj}(\lambda) d\lambda
\]
\[
E[dZ_j(\lambda) \, dZ_k^{*}(\lambda)] = f_{jk}(\lambda) d\lambda.
\]
It is clear from the above representation that the autospectrum $f_{jj}(\omega)$ indicates the importance of the basic trigonometric components of given frequency $\omega$ for the series $X_j(t)$; for example, a sequence of independent random variables with zero mean and constant variance $\sigma^2$ has a constant spectrum

$$f_{jj}(\omega) = \frac{\sigma^2}{2\pi},$$

such a process is called white noise. The cross-spectrum indicates, by its real part, whether the frequency $\omega$ is important for both series $X_j(t)$ and $X_k(t)$ in so far as their "in phase" components are concerned, and by its imaginary part, in so far as their "in quadrature" components are concerned. The quantities $c_{jk}(\omega)$ and $d_{jk}(\omega)$ are called the cospectrum and quadrature spectrum, respectively.

Another important approach to the interpretation of spectra is the filter approach. If $j \neq k$ and

$$X_j(t) = \sum_{s=-\infty}^{\infty} b_s X_k(t-s),$$

then the process $X_j(t)$ is regarded as the output, or response, of the linear time-invariant filter defined by the sequence $\{b_s\}$, when the input is $X_k(t)$; often $b_s$ is zero for $s \leq 0$. The spectra of $X_j(t)$ and $X_k(t)$ can be shown to satisfy the relations

$$f_{jj}(\omega) = |B_{jk}(\omega)|^2 f_{kk}(\omega)$$

$$f_{jk}(\omega) = B_{jk}(\omega) f_{kk}(\omega)$$

where the frequency response function $B_{jk}(\omega)$ is defined by
\[ B_{jk}(\omega) = \sum_{s=-\infty}^{\infty} b_s e^{is\omega}. \]

If we had not assumed the mean values of each series to be identically zero and the spectral distribution functions to be absolutely continuous, then it would be possible for some or all of the functions \( F_{jk}(\omega) \) to contain one or more jumps; in that case, special problems arise in the study of pairs of time series which are treated elsewhere (Wahba, 1966). We pause only to note that if both autospectral distribution functions are absolutely continuous then it follows from the non-negative definiteness of \( g(\omega) \) that the cross spectral distribution function is also absolutely continuous. On the other hand, it is quite possible for both autospectral distribution functions to contain a jump while the cross spectral distribution function is absolutely continuous, as in the following case:

\[
\begin{align*}
X_j(t) &= \cos(\alpha t + \Theta) \\
X_k(t) &= \cos(\beta t + \Psi)
\end{align*}
\]
t = 1, 2, ...

where \( \alpha \) and \( \beta \) are fixed while \( \Theta \) and \( \Psi \) are independently distributed uniformly on \([-\pi, \pi]\); then \( F_{jj}(\omega) \) and \( F_{kk}(\omega) \) are unit step functions at \( \alpha \) and \( \beta \), respectively, while \( F_{jk}(\omega) \equiv 0 \).

1.4 Coherence

The idea of coherence was probably first recognized early in the present century in the study of sound waves when the relative position of their source is varied; rays of light were studied in the same way. Its debut as a quantity of statistical interest was made in an important paper by Wiener (1930, p. 194) where it was defined by the formula
\[ \frac{|f_{jk}(\omega)|^2}{f_{jj}(\omega) f_{kk}(\omega)} \cdot \]

Some authors (see Tukey, 1965, p. 45) remove the modulus sign from the above definition while others, including the present author, use its square. We thus define

\[ W_{jk}(\omega) = \frac{|f_{jk}(\omega)|^2}{f_{jj}(\omega) f_{kk}(\omega)}, \quad -\pi \leq \omega \leq \pi. \]

It follows that

\[ W_{jk}(\omega) = W_{kj}(\omega) = W_{jk}(\omega). \]

If the denominator is zero, then so is the numerator (since \( f(\omega) \) is non-negative definite) and we define

\[ W_{jk}(\omega) = \lim_{\lambda \to \omega} \frac{|f_{jk}(\lambda)|^2}{f_{jj}(\lambda) f_{kk}(\lambda)}. \]

Koopmans (1964, p. 532) prefers to set the coherence equal to zero when the denominator is zero, but this might not be considered entirely natural; for instance, if \( X_j(t) \equiv X_k(t) \) one would like the coherence to be identically one even though the autospectra may vanish at some frequencies.

In terms of the spectral representation

\[ X_j(t) = \int_{-\pi}^{\pi} e^{it\lambda} dZ_j(\lambda) \]

we have

\[ W_{jk}(\lambda) = \frac{|E[dZ_j(\lambda) \overline{dZ_k(\lambda)}]|^2}{E[|dZ_j(\lambda)|^2] E[|dZ_k(\lambda)|^2]}. \]
showing that the form of the coherence is analogous to that of the square of the classical correlation coefficient for real random variables; however, this analogy is not complete and it does not seem to be particularly useful.

A more useful interpretation of coherence relates it to a linear filter with additive (but not necessarily white) noise. Suppose that

\[ X_j(t) = \sum_{s=-\infty}^{\infty} b_s X_k(t-s) + \eta(t) \]

where \( \eta(t) \) is uncorrelated with \( X_k(t-s) \) for all \( s \). Let us write this in suggestive notation as

\[ X_j(t) = X_{jk}|k(t) + X_{jk}^{\perp}(t) \]

where \( X_{jk}|k(t) = \sum_{s=-\infty}^{\infty} b_s X_k(t-s) \) and \( X_{jk}^{\perp}(t) = \eta(t) \). Then

\[ W_{jk}(\omega) = \frac{|E_{jk}(\omega)|^2 f_{kk}(\omega)}{|E_{jk}(\omega)|^2 f_{kk}(\omega) + f_{\eta}(\omega)} \]

\[ = \frac{1}{1 + \frac{f_{jk}^{\perp}(\omega)}{f_{jk}|k(\omega)}} \]

where the \( f \)'s are the autospectra of the series indicated by subscripts. This relation show that

\[ 0 \leq W_{jk}(\omega) \leq 1 \]

for all \( \omega \), which also follows from the non-negative definiteness of \( \mathcal{F}(\omega) \).

The interpretation of \( W_{jk}(\omega) \) is now clear: if there is a precise linear filter relation between \( X_j(t) \) and \( X_k(t) \), then
$W_{jk}(\omega) \equiv 1$; if the linear filter model is satisfied with $b_s \equiv 0$, then $W_{jk}(\omega) \equiv 0$; in intermediate cases the proportion of power at each frequency $\omega$ explained by the filter will be reflected in the value of $W_{jk}(\omega)$, for we have the relations

$$W_{jk}(\omega) = \frac{f_j^k(\omega)}{f_j^{kk}(\omega)} = \frac{f_k^j(\omega)}{f_k^{kk}(\omega)}.$$  

These and other properties of coherence have been derived in an analytic setting by Koopmans (1964). The naturalness of the above interpretative formulae is the main reason for preferring our definition of coherence to the others mentioned; the extension to the multiple coherence between three or more series provides further justification, by analogy with the classical multiple correlation coefficient usually denoted $R^2$.

A simple function of coherence has been shown by Gelfand and Yaglom (1959, p. 229) to be a natural measure of the amount of information contained in either of two processes with respect to the other. The measure, which is derived from Shannon's definition of information for random variables, is

$$J_{jk} = -\frac{1}{2\pi} \int_{-\pi}^{\pi} \log(1-W_{jk}(\lambda)) d\lambda = \frac{1}{2\pi} \int_{-\pi}^{\pi} \log \left(1 + \frac{f_j^k(\lambda)}{f_j^{kk}(\lambda)}\right) d\lambda.$$  

In view of the above remarks about the nature of coherence it is not surprising that it has been found, particularly since the second world war, to be a very useful object of study in many scientific fields including meteorology, oceanography, geophysics, engineering, communications, optics and economics. In some branches of each of these
fields and others coherence is now an established tool of research; in fact, the statistical terminology is derived from some of these fields.

However, it appears that the statistical properties of estimates of coherence from sample observations have not been studied quite sufficiently; Chapter 2 is designed to explain why the usual procedures, established in the last fifteen years, are in general not satisfactory and can lead the user seriously astray.

1.5 Phase and Gain

It is customary to consider, along with coherence, the so-called phase angle

\[ \varphi_{jk}(\omega) = \arctan(q_{jk}(\omega)/c_{jk}(\omega)) \]

and the gain

\[ G_{jk}(\omega) = |f_{jk}(\omega)|/f_{kk}(\omega) ; \]

in the notation of Section 1.3 above; an arbitrary rule is needed to avoid the non-uniqueness of the arctangent. We then have

\[ f_{jk}(\omega) = f_{kk}(\omega) G_{jk}(\omega) e^{i\varphi_{jk}(\omega)} . \]

In simple cases such as a lagged series \( X_j(t) = X_k(t-\tau) \) the phase may be easy to interpret, but it seems to be a useful quantity only in a few special cases; in general, positive and negative lags can occur between two series simultaneously, in which case the author is not convinced of the relevance of phase as defined above (see also Granger and Hatanaka, 1964, p. 103). The gain may be more easily interpreted than phase, but since coherence is a normalized function of gain it is generally
the more important quantity. For these reasons this thesis is restricted to the study of the estimation of coherence.

1.6 The Aims of This Thesis

In Chapter 2 the usual procedure for estimating coherence is stated and discussed; it is explained that this procedure needs to be improved. With this improvement in mind, the so called cross regressive filter model is proposed in Section 3.1. In spite of the naturalness of estimates of coherence obtained in this way, they have apparently not been used in the past. In testing whether the proposed model is satisfied one needs to test the hypothesis of identically zero coherence; a natural test is proposed in Section 3.5 requiring a knowledge of the mean and variance of the estimated coherence under the null hypothesis.

Approximate values of these moments are obtained in Sections 3.2 and 3.3 and the opportunity is taken to derive formulae for joint moments of any order of the estimated spectra. These formulae (see Theorems 1 and 2) are believed to be new. In deriving these formulae no attempt has been made to achieve mathematical rigor. Thus, precise smoothness conditions on the spectra are not given, and the behavior of delta-like functions is treated in an intuitive way. To avoid this feature, one would like to work in the time domain rather than the frequency domain, but this proved impracticable. The lack of rigor will not affect the application of the results, as is indicated in Section 3.4 by comparison with an approximate distribution for coherence obtained by N. Goodman assuming, among other things, a rectangular spectral window.

In Sections 3.6, 3.7, 3.8 some miscellaneous alternative procedures are briefly considered, but none of these is recommended.
2. A Critical Study of the Usual Estimation Procedures

2.1 Estimation of Autospectra

(i) The periodogram. The autospectrum is the Fourier transform of the autocovariance function, so the first attempt at estimating the autospectrum was to obtain the Fourier transform of the estimated autocovariance function, called the sample periodogram:

\[ I_{jj}(\omega) = \frac{1}{2\pi} \sum_{|v|<T} \cos \omega v \hat{R}_{jj}(v) = \frac{1}{2\pi T} \left| \sum_{t=1}^{T} X_j(t) e^{-i\omega t} \right|^2 \]

where

\[ \hat{R}_{jj}(v) = \frac{1}{T} \sum_{t=1}^{T-v} X_j(t) X_j(t+v) . \]

In the definition of \( \hat{R}_{jj}(v) \) the divisor \( T - |v| \) is sometimes used instead of \( T \); this matter, which has been discussed at length in the literature (e.g., Tukey, 1961, pp. 211-213), will be mentioned briefly in Section 2.1 (ii).

Although

\[ E[I_{jj}(\omega)] \to f_{jj}(\omega) \quad \text{as} \quad T \to \infty , \]

it turns out that

\[ \text{Var}[I_{jj}(\omega)] \to f_{jj}^{\sigma^2}(\omega), \quad |\omega| \neq 0, \pi \]

\[ 2f_{jj}^{\sigma^2}(\omega), \quad |\omega| = 0, \pi . \]

Hence the periodogram is not consistent and, therefore, not satisfactory as an estimate of \( f_{jj}(\omega) \).
(ii) Windowed periodograms. In order to achieve a consistent estimate of $\hat{f}_{jj}(\omega)$ an average can be taken of the periodogram at frequencies near $\omega$. We, therefore, define

$$\hat{f}_{jj}(\omega) = \int_{-\pi}^{\pi} I_{jj}(\lambda) K_M(\lambda-\omega)d\lambda$$

$$= \frac{1}{2\pi} \sum_{|v| \leq M} \hat{R}_{jj}(v) k(\frac{v}{M}) \cos v\omega$$

where $K_M(\lambda) = \frac{1}{2\pi} \sum_{|v| \leq M} k(\frac{v}{M}) \cos v\lambda$.

There is some freedom in the choice of the weights $K_M(\lambda)$ in the frequency domain, or equivalently, $k(\frac{v}{M})$ in the time domain. The extensive literature on this choice will not be repeated here but the weights will be assumed to satisfy the following properties.

The spectral window $K_M(\lambda)$ is real valued, continuous, symmetrical about $\lambda = 0$, and has period $2\pi$; on $[-\pi, \pi]$ it takes its maximum value at $\lambda = 0$, decreases monotonically as $|\lambda|$ increases, and is positive for small $|\lambda|$ (preferably positive for all $\lambda$). The bandwidth (any function measuring the degree of concentration of $K_M(\lambda)$ about $\lambda = 0$) depends on the number $M$; as $M$ increases the spectral window approaches a delta function at $\lambda = 0$.

The lag window $k(\frac{v}{M})$ is real valued, continuous, takes its maximum value of 1 at $v = 0$, is symmetrical about $v = 0$, decreases monotonically as $|v|$ increases, is positive for $|v| \leq M$ and vanishes otherwise. Hence, $M$ is called the truncation point.

A useful approximation introduced by Parzen is obtained by defining
\[ K(\lambda) = \frac{1}{2\pi} \int_{-1}^{1} k(u) \cos u\lambda \, du, \quad -\infty < \lambda < \infty \]

so that

\[ K_M(\lambda) = MK(M\lambda). \]

Two popular choices are the Parzen kernel

\[ K(\lambda) = \frac{3}{8\pi} \left( \frac{\sin(\lambda/4)}{\lambda/4} \right)^4 \]

and the Tukey kernel

\[ K(\lambda) = \frac{1}{4\pi} \left\{ 2 \left( \frac{\sin \lambda}{\lambda} + \frac{\sin(\lambda+\pi)}{\lambda+\pi} + \frac{\sin(\lambda-\pi)}{\lambda-\pi} \right) \right\}. \]

The Parzen kernel has the advantage that, if \( \hat{R}_{jj}(v) \) is defined with divisor \( T \), then \( \hat{f}_{jj}(\omega) \) is necessarily positive. Other kernels are given in Table 5, Section 3.4.

Consistent estimates of \( \hat{f}_{jj}(\omega) \) are achieved by letting \( T/M \to \infty \) and \( M \to \infty \). The mean and variance of \( \hat{f}_{jj}(\omega) \) will be studied in Sections 3.2 (ii), (iii). In ensuring that the variance approaches zero some bias has been accepted; the bias also approaches zero and the procedure is a good one in principle. It is necessary, however, to guard against introducing a serious bias when using particular finite values of \( T \) and \( M \). It is clear from the definition of \( \hat{f}_{jj}(\omega) \) in terms of \( \hat{R}_{jj}(v) \) that a large bias will be avoided if and only if \( k(v/M) \) is never small when \( R_{jj}(v) \) is significantly different from zero. The equivalent requirement in the frequency domain is that the spectral window should be sufficiently concentrated at its central value to pick up significant oscillations in \( \hat{f}_{jj}(\omega) \) and to avoid "leakage" from nearby frequencies.
Hence if the estimate \( \hat{f}_{jj}(\omega) \) is to be satisfactory, it is essential that the truncation point \( M \) be chosen large enough to avoid the danger mentioned. This may be feasible in cases where the greatest lag at which \( R_{jj}(v) \) is significant, say \( v = \overline{v} \), is known in advance and such cases apparently arise quite often in economics and some other fields.

It is also conceivable that knowledge of \( \overline{v} \) could be inferred from a study of the estimated autocovariance function (see Schaefer, 1963, p. 25). However, no such procedure is yet known which would be suited to routine application to any series which might be read into a computer.

(iii) **Prewhitening.** To deal with the difficulty mentioned above it is often thought desirable to make a preliminary transformation of the given series, so that the covariance function of the transformed series is close to zero at lags other than zero. If this is achieved, then the choice of truncation point is no longer so vital. The natural transformation to make is suggested by the linear filter or autoregression model

\[
X_j(t) - \sum_{s=-\infty}^{\infty} b_s X_j(t-s) = \epsilon_{jj}(t)
\]

where \( \epsilon_{jj}(t) \) is white noise.

Again the problem arises of how many lags to use, that is, which values of \( s \) to choose; but now reliable procedures are available to test whether enough lags have been used. Valid tests can be based on stagewise least squares estimation formulae for the \( \hat{b}_s \), in terms of the capacity of new regressors to reduce the residual variance; these formulae have been given by Efroyimson (1960), Parzen (1966) and others. Alternatively they can be based on functions of the estimated
autocovariances as in Diananda (1953), Quenouille (1947) and others. In the present context the stagewise tests are the more convenient.

The usual practice has been to set \( b_s = 0 \) for \( s \geq 0 \). The author sees no good reason for this, since the aim here is not prediction but rather interpolation; he accordingly suggests that the \( b_s \) be formed for all significant lags \( s \), positive and negative. Since the estimates of \( b_s \) will be more reliable for small lags \( |s| \) than for large lags, it can only be advantageous to allow the possibility of lags of both signs.

The autoregression model is here nothing more than a tool which may be useful: it need not be believed without reservation. A test for the model can be based on the estimated spectrum of the residuals, which should be approximately that of white noise. A formal procedure such as the Kolmogorov-Smirnov test could be used; otherwise, a visual test may be satisfactory. In any case it should be realized that the appearance of a flat windowed spectrum does not imply that the residual series is approximately white noise, for it might retain a periodicity of higher frequency than can be picked up by the window used. (A single value of much different order of magnitude from the values at other time points, which may be caused by a recording error, will also give rise to a flat spectrum.) All these considerations reflect the fact that an experimenter must be able to make at least some minimal assumptions about the nature of his series, for instance a bound \( \bar{M} \) on the greatest significant lag \( \bar{v} \), before a meaningful statistical analysis can be performed. (Such a bound exists since we are assuming \( \sum_{s=-\infty}^{\infty} b_s^2 < \infty \), or in the words of Schaerf (1963, p. 31),
"... we are confident that the remote past will not influence very much the variable to be estimated."

The final estimate of the spectral density can be derived from the fitted autoregression by one of two methods:

(a) assuming the fitted model is valid, one forms

$$
\hat{f}_{jj}^{(a)}(\omega) = \frac{\sigma^2}{2\pi} \frac{e^{i\omega}}{1 - \left| \sum_s b_s e^{-is\omega} \right|^2};
$$

(b) allowing for the possibility that the residuals are not precisely white noise, one forms the recolored estimate

$$
\hat{f}_{jj}^{(r)}(\omega) = \hat{f}_{jj}^{(c)}(\omega)/(1 - \left| \sum_s b_s e^{-is\omega} \right|^2).
$$

These two methods will normally give similar results.

One might ask whether the desired transformation to a situation where the spectrum is relatively flat could be achieved by an operation in the frequency domain, rather than in the time domain via the filter model described above. In principle it is possible to do so, but the difficulty of analysing the situation in that way is, in the author's opinion, very great; this point will be discussed further in connection with the estimation of coherence in Section 3.1.

2.2 Estimation of Cross-spectra

(i) The cross-periodogram. The problem of estimating the cross-spectrum is of course similar to that of estimating the autospectra.

We define the cross-periodogram:
\[ I_{jk}(\omega) = \frac{1}{2\pi} \sum_{|v| < T} e^{-i\omega v} \hat{R}_{jk}(v) \]

\[ = \frac{1}{2\pi} \sum_{t=1}^{T} X_j(t) e^{-i\omega t} \sum_{t=1}^{T} X_k(t) e^{i\omega t} . \]

The question of the divisor for \( \hat{R}_{jk}(v) \), here taken to be \( T \), will be mentioned in Section 2.3 and again in Section 3.1. The cross-periodogram, like the periodogram, is asymptotically unbiased but is not consistent.

(ii) **Windowed cross-periodograms.** Consistency can again be achieved by the use of a window:

\[ \hat{r}_{jk}(\omega) = \int_{-\pi}^{\pi} I_{jk}(\lambda) K(\lambda - \omega) d\lambda \]

\[ = \frac{1}{2\pi} \sum_{|v| \leq T} \hat{R}_{jk}(v) k(v) e^{-i\omega v} . \]

Usually the same window is used for estimating the cross-spectrum as for estimating the autospectra, but there is now less reason. For example, the symmetry of the autocovariance function means that the window is most naturally taken to be symmetrical, but this is no longer true of the cross-covariance function; hence, an asymmetrical window might be more appropriate in general and one might better speak of two truncation points, an upper and a lower one. It is also now possible that a complex-valued window would be preferable. Nevertheless, windows having the properties listed in Section 1 (ii) of this chapter will be found adequate for cross-spectral estimation provided a preliminary transformation (to be discussed) is first carried out. The relevance of these windows in the absence of such a transformation is very doubtful.

In any case it is necessary, as before, to check that the bias
introduced by the window is tolerable. To see the danger which exists
one need only consider any pair of series for which \(|R_{jk}(v)|\) is
significantly large for a value of \(v\) at which \(k(v/M)\) is small,
possibly zero. An extreme example would be

\[ X_k(t) = X_j(t-L) = \text{white noise with variance} \ \sigma^2 \]

and \(M = L\); then \(\hat{r}_{jk}(\omega) = \sigma^2\), but \(\hat{r}_{jk}(\omega) = 0\). The problem of bias is
possibly more difficult for the cross-spectrum than for autospectra
because there may be less a priori knowledge of the cross-covariance
structure than of the autocovariance structure; in economics, for instance,
autocovariance diagrams are widespread but cross-covariance diagrams
seem to be studied only rarely. However, it is fairly clear that this
problem has not usually been faced at all: the formulae obtained for
autospectral estimates have been applied unchanged, even as to trunc-
cation point, to the problem of cross-spectral estimation (e.g.,

(iii) Preflattening. The danger of a serious bias in the cross-
spectral estimates described above has not generally been recognized.
Therefore, it is not surprising that a preliminary transformation
analogous to prewhitening has not generally been sought. The analogous
transformation may be called "preflattening," since whereas the auto-
spectra were made relatively flat by prewhitening, the cross-spectrum
is now to be made flat so that the application of a window will no
longer have its former danger. Suggested methods for achieving this
effect will be presented in Chapter 3.

A few writers have recognized the above problem. The first were
Dalzell and Yamanouchi (1958).

Tick (1963, p. 203) wrote:

"In any discussion of spectral estimation we should keep to the fore the fact that estimates of spectra are biased and may be seriously so. In fact, contrary to what I hear in mathematical statistical circles, I believe this is the controlling factor in many situations."

Akaike and Yamanouchi (1962, p. 55) sought but did not find an appropriate transformation:

"...our new window $Q$ is better suited...fairly large bias due to smoothing still remains...we believe that the use of well designed and properly shifted window will eventually lead to successful results."

Pierson and Dalzell (1960) and Parzen (1965, pp. 46-48) gave a method which is appropriate for dealing with cases where the significant cross-covariances are concentrated in a neighborhood of one lag, say $v = v^*$, but which is not appropriate otherwise (see Section 3.6).

In summary, the problem of serious bias which can occur in the estimated cross-spectrum has not generally been recognized, and when recognized has not been solved satisfactorily. One aim of Chapter 3 is to solve this problem in so far as it affects estimates of coherence.

2.3 Estimation of Coherence

The coherence is a function of the auto- and cross-spectra; it has usually been estimated by the same function of the estimated auto- and cross-spectra, modifications sometimes being needed to ensure that the estimate lies between 0 and 1. Thus, the usual estimate is
\[ \hat{W}_{jk}(\omega) = \frac{|\hat{r}_{jk}(\omega)|^2}{\hat{r}_{jj}(\omega) \hat{r}_{kk}(\omega)} . \]

This will lie between 0 and 1 if the same truncation point is used with the Parzen window and the divisor T for each of \( \hat{r}_{jk}(\omega) \), \( \hat{r}_{jj}(\omega) \) and \( \hat{r}_{kk}(\omega) \). However, as indicated in the previous section, the same truncation point will in general not be appropriate for all three estimates as a result of the different autocovariance and cross-covariance structures.

Of course, a function \( g(\hat{f}) \) is not necessarily a good estimate of the function \( g(f) \), even if \( \hat{f} \) is a good estimate of \( f \). In the present case a positive bias will be found to occur, unless \( W_{jk}(\omega) = 1 \); the possibility of using a different function of \( \hat{f} \) to estimate coherence will be considered in Section 3.8. But the main reasons why the author claims that estimates of coherence have often been poor are contained in the previous sections, namely, the criticism of the estimates of the cross-spectrum and, to a lesser extent, of the autospectra. The bias in \( \hat{W}_{jk}(\omega) \) arising from an inappropriate truncation point (or window) for the cross-spectrum will be seen to be negative. It is possible that the two sources of bias mentioned will roughly cancel out in some cases, but such an accident is hardly to be relied upon.

The unsatisfactory nature of the usual estimates of coherence is not only theoretical but has been observed in practice; this can best be indicated by some views stated in the literature, of which several are given below.
Pierson and Dalzell (1960, p. 20): "The loss of coherency when computed by standard techniques from samples of vector Gaussian processes where, theoretically, the coherency ought to be one, is largely explained by the lack of resolution in the cross spectra and the effect of the convolving filter made necessary by the nature of the finite sample. High coherencies can be regained by modifying the experimental design so as to obtain less rapidly varying cross spectra and by increasing the resolution."

Akaike and Yamanouchi (1962, p. 23): "The method described by Goodman was a direct application of the method of estimation of the spectral density to that of the cross-spectral density, but some experimenters who applied this kind of method to their numerical data experienced the very low coherency of their estimates."

Granger (1965, p. 232): "Monte Carlo studies currently under way show that the estimates of coherence for short series are badly biased towards the value $\frac{1}{3}$. This suggests that new methods of estimating cross-spectra need to be investigated."

Priestley (1965, p. 235): "...it seems clear that, in common with other branches of spectral analysis, the final word on estimation procedures has yet to be written."
3. Estimation of Coherence by Cross-regressive Filtering and Related Methods

3.1 Cross-regressive Filtering

In Chapter II we established the need for a preliminary transformation of the given series in an attempt to make the cross-spectrum relatively flat. The natural method for achieving this is the analog of the autoregressive procedure. We therefore consider the model

\[ X_j(t) = \sum_{s=\infty}^{\infty} b_s X_k(t-s) + \eta(t) \]

where \( \eta(t) \) has zero mean and is independent of (or at least uncorrelated with) \( X_k(t-s) \) for all \( s \); that is, \( W_{\eta \eta}(\omega) = 0 \) where \( W_{\eta \eta}(\omega) \) is the coherence between \( \eta(t) \) and \( X_k(t) \). It is now reasonable in general to assume that \( \eta(t) \) is a white noise process, whereas this was the natural assumption in the autoregression model. For instance, if \( X_j(t) \) and \( X_k(t) \) are uncorrelated, then all the \( b_s \) are zero so that \( \eta(t) \) will have the same spectrum as has \( X_j(t) \) itself, which might be quite different from white noise.

The method of estimating the coefficients \( b_s \) will again be the stagewise least-squares procedure, using the formulae of Efroymsen (1960) or Parzen (1966). Only those lags \( s \) will be utilized which lead to a significant reduction in the variance of the residuals; of course \( s \) can take values \( 0, \pm 1, \pm 2, \ldots \).

Assuming the model has been satisfactorily estimated by coefficients \( \hat{b}_s \), one would estimate the cross-spectrum by

\[ \hat{f}_{jk}(\omega) = \sum_{s} \hat{b}_s e^{i\omega s} \hat{f}_{kk}(\omega), \]

the superscript \( (c) \) indicating cross-regression. This estimate is
appropriate because if the model is satisfied we have

\[ R_{jk}(v) = E\left[\sum_s b_s X_k(t-s) + \eta(t) X_k(t+v)\right] = \sum_s b_s R_{kk}(v+s). \]

If it is desired to take into account the presumably small amount of correlation between \( \hat{\eta}(t) \) and \( X_j(t-s) \) for each \( s \), one would form the estimate analogous to the recolored autospectral estimate:

\[ \hat{f}_{jk}(\omega) = \sum_s b_s e^{i\omega s} \hat{f}_{kk}(\omega) + \hat{f}_{\eta k}(\omega), \]

the superscript \((r)\) indicating recoloring. Again there will be little difference between \( \hat{f}_{jk}^{(c)}(\omega) \) and \( \hat{f}_{jk}^{(r)}(\omega) \). Note that a separate model is used for the purpose of estimating the autospectrum of \( X_k(t) \), as described in Section 2.1 (iii). Of course the two models could be combined to give, say,

\[ X_j(t) = \sum_r g_r X_k(t-r) + \sum_r h_r \epsilon(t-r) + \eta(t) \]

but it seems better to treat the two models separately.

Our main interest here is the estimation of coherence and we propose the following estimates:

\[ \hat{W}_{jk}^{(ac)}(\omega) = \frac{|\hat{f}_{jk}^{(c)}(\omega)|^2}{\hat{f}_{jj}(\omega) \hat{f}_{kk}(\omega)} \]

\[ \hat{W}_{jk}^{(r)}(\omega) = \frac{|\hat{f}_{jk}^{(r)}(\omega)|^2}{\hat{f}_{jj}(\omega) \hat{f}_{kk}(\omega)}. \]

If we write the model as
\[ X_j(t) = X_j|_k(t) + X_j\downarrow_k(t), \]

then we have

\[ \hat{W}_{jk}^{(ac)}(\omega) = \frac{1}{1 + \frac{\hat{f}_{j\downarrow k}(\omega)}{\hat{f}_j|k(\omega)}} \]

where the double hats indicate the usual estimates of spectra of the estimated component series, say \( \hat{X}_j\downarrow_k(t), \hat{X}_{j\downarrow k}(t) \) (compare the corresponding equation in Section 1.4). We see that the estimate will lie between zero and one if the Parzen window is used with divisor \( T \), even though different lags may be used in estimating the cross-spectra and each of the autospectra.

One might ask whether the two series, \( X_j(t) \) and \( X_k(t) \), should be individually filtered before estimating the cross-regression model. However, it is easy to see that such auto-filtering would have no effect on the outcome, since relations within one series have no bearing on its relations to another series. As a result of the symmetry of \( W_{jk}(\omega) \), either series can be chosen as input \( (X_k(t)) \) when using the cross-regression model. The possibility of achieving satisfactory estimates of coherence by operations in the frequency domain alone is no more at hand, in the author's view, than in the autospectral case, as noted at the end of Section 2.1 (iii).

At this point mention must be made of a paper by Hannan (1963) in which the point of view taken is the opposite one to that adopted here. Hannan seeks to estimate the same model as we do (Hannan, 1963, pp 34-35)
by spectral methods alone. However, the determination of the number of lags to be used cannot, in our view, be handled satisfactorily in the frequency domain alone; while this problem is not of great mathematical interest it is very important in the use of spectral methods. Hannan's description seems, in comparison with the stagewise least squares procedure, to be rather vague: "...the number of lags is to be determined by an examination of the data...in any case, lags are included until the two methods of estimating $f_{ee}(\lambda)$ give the same results effectively." (Hannan, 1963, p. 35). Apparently no allowance is made here for a lag which might have been significant when first introduced but not significant after some subsequent lag was utilized. In any case we wish to state our view that time domain methods and frequency domain methods should be used in conjunction wherever possible, as a test and safeguard of the validity of either approach alone.

In testing the fitted cross-regression model we are no longer concerned with the spectrum of the residuals, but only with their cross-spectrum, or coherence, with the series $X_k(t)$. We wish to test the null hypothesis

$$W_{\eta k}(\omega) = 0.$$ 

For this purpose we will need the distribution of the estimated coherence $\hat{W}_{jk}(\omega)$ for two series (in the application $j$ will refer to $\eta(t)$ and $k$ to $X_k(t)$) under the null hypothesis and under relevant alternatives. A statistic such as

$$\int_{-\pi}^{\pi} \hat{W}_{jk}(\lambda) d\lambda$$
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could then be used. The next three sections are devoted to a study of some aspects of the distribution of the sample coherence, after which we will return to the problem of estimating coherence and testing the cross-regression model.

3.2 Asymptotic Theory of Moments of Estimated Spectra

(1) Lemma on diagonal summation.

Lemma 1 Let \( g \) be any function of \( n-1 \) real variables such that

\[
\sum_{\tau_1=-T}^{T} \ldots \sum_{\tau_{n-1}=-T}^{T} g(\tau_1, \ldots, \tau_{n-1})
\]

converges absolutely as \( T \to \infty \). Then for large \( T \) and for \( n = 2, 3, \ldots \)

\[
\frac{1}{T} \sum_{t_1=1}^{T-v_1} \ldots \sum_{t_n=1}^{T-v_n} g(t_1-t_n, \ldots, t_{n-1}-t_n) = \sum_{\tau_1=-T}^{T} \ldots \sum_{\tau_{n-1}=-T}^{T} g(\tau_1, \ldots, \tau_{n-1})
\]

where the \( v_i \) are fixed non-negative integers.

Proof: We begin with the case \( n = 2 \). For \( T > \max v_i \) we have

\[
\frac{1}{T} \sum_{t_1=1}^{T-v_1} \sum_{t_2=1}^{T-v_2} g(t_1-t_2) = \sum_{\tau_1=-T+1}^{T-1} U_T(\tau; v_1, v_2) g(\tau)
\]

where

\[
U_T(\tau; v_1, v_2) = 1 - \frac{v_2 - \tau}{T} \quad -T + v_2 + 1 \leq \tau \leq \min(0, v_2 - v_1) - 1
\]

\[
1 - \frac{\max(v_1, v_2)}{T} \min(0, v_2 - v_1) \leq \tau \leq \max(0, v_2 - v_1)
\]

\[
1 - \frac{v_1 + \tau}{T} \quad \max(0, v_2 - v_1) + 1 \leq \tau \leq T - v_1 - 1
\]

\[0\] otherwise

The diagram illustrates the case \( v_1 < v_2 \); since \( |U_T(\tau; v_1, v_2)| \leq 1 \) we can interchange the summation and limit as \( T \to \infty \), yielding the result.
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The general case is treated by the same method, but the exact expression for $U_T(\tau_1, \ldots, \tau_{n-1}; v_1, \ldots, v_n)$ is complicated since it takes different non-zero values on each of $N$ regions of an $n$-dimensional lattice, where $N$ equals $3$ raised to the power of $\binom{n}{2}$. We give explicitly only the special case

$$U_T(\tau_1, \ldots, \tau_{n-1}; 0, \ldots, 0) = 1 - \frac{\max(\tau_1, \ldots, \tau_{n-1})}{T}, \quad -T + 1 \leq \tau_i \leq T - 1.$$ 

In any case

$$|U_T(\tau_1, \ldots, \tau_{n-1}; v_1, \ldots, v_n)| \leq 1$$

which yields the general result, as in the case $n = 2$.

Note: The case $n = 2$ was given by Parzen (1957, p. 335) for the case of continuous time; but note that the sign of $u$ in the second line of the definition of $U(u, v_1, v_2)$ is incorrect.

(ii) Lemma on means of estimated spectra.

Lemma 2 For sufficiently large values of $T$ and $M$ we have, for
jointly stationary series \( X_j(t), X_k(t) \), having uniformly continuous spectra,

\[
E[\hat{f}_{jk}(\omega)] = f_{jk}(\omega), \quad |\omega| \leq \pi.
\]
The result holds for \( j = k \) and for \( j \neq k \).

**Proof:**

\[
E[\hat{f}_{jk}(\omega)] = \frac{1}{2\pi} \sum_{|v| \leq M} \frac{1}{T} \sum_{t=1}^{T-|v|} X_j(t) X_k(t+v) e^{-iv\omega} k_M(v)
\]

\[
= \frac{1}{2\pi} \sum_{|v| \leq M} R_{jk}(v) e^{-iv\omega} k_M(v),
\]

for sufficiently large \( T \)

\[
= \frac{1}{2\pi} \sum_{|v| \leq M} \int_{-\pi}^{\pi} f_{jk}(\lambda) e^{iv\lambda} d\lambda e^{-iv\omega} k_M(v)
\]

\[
= \int_{-\pi}^{\pi} f_{jk}(\lambda) K_M(\lambda-\omega) d\lambda
\]

\[
= f_{jk}(\omega) \int_{-\pi}^{\pi} K_M(\lambda-\omega) d\lambda, \quad \text{for sufficiently large } M, \text{ using the uniform continuity of } f_{jk}(\lambda)
\]

\[
= f_{jk}(\omega).
\]

**Note:** Further terms can be obtained under appropriate conditions by expanding the spectral density function in a Taylor series, leading to the result

\[
E[\hat{f}_{jk}(\omega)] = \sum_{s=0}^{\infty} \frac{1}{(2s)!} \frac{1}{M^{2s}} f_{jk}^{(2s)}(\omega) \int_{-\pi}^{\pi} \lambda^{2s} K(\lambda) d\lambda
\]

\[
= \sum_{s=0}^{\infty} (-1)^s \frac{1}{(2s)!} \frac{1}{M^{2s}} K^{(2s)}(0) f_{jk}^{(2s)}(\omega), \quad |\omega| \leq \pi.
\]

Thus if \( f_{jk}(\omega) = 0 \) but \( f_{jk}''(\omega) \neq 0 \) we have

\[
E[\hat{f}_{jk}(\omega)] = -\frac{1}{2M} k''(0) f_{jk}(\omega).
\]
The odd terms of the Taylor series do not appear since \( K(\lambda) \) is an even function.

(iii) **General central moments of estimated spectra.** In the sequel we will need to know joint moments of various orders of estimated spectra. All the cases we need could be computed separately as they arise, but this is very tedious and some symmetries, which are useful in checking the formulae, would be lost. The general formula is quite easy to apply in any particular case although when stated in symbols it appears rather formidable. We will give a statement of the general result, but for a clear understanding of it a reading of the main steps in the proof is recommended before close scrutiny of the statement itself. Since the formulae obtained may be useful in various investigations involving spectral estimates, we have taken the opportunity to give a little more detail and completeness than is required for the present purposes.

**Theorem 1** Let 
\[ \mu_{12}, \ldots, 2n-1, 2n = E[(\hat{f}_{12}^{\alpha}(\omega) - f_{12}^{\alpha}(\omega))(\hat{f}_{2n-1, 2n}^{\alpha}(\omega) - f_{2n-1, 2n}^{\alpha}(\omega))] \]

for \( n = 1, 2, \ldots \). If the series are jointly stationary and jointly normal and have sufficiently smooth spectra, then for large enough values of \( T \) and \( M \) we have, recursively,

\[
\begin{align*}
\mu_{12}, \ldots, 2n-1, 2n &= \sum_{-m \leq \nu \leq m} \mu_{\nu}^{1, 1} \cdots, i_m j_{m+1}, \ldots, i_n j_n \\
&\quad + (2\pi M)\frac{n-1}{n} \int_{-\infty}^{\infty} K(\lambda)\, d\lambda \sum_{\nu: m = n} f_{i_1 j_1} \cdots f_{i_n j_n} \text{ if } |\omega| \neq 0, \pi
\end{align*}
\]

where

\[ \{i_1, \ldots, i_n\} = \mathcal{P}(1, 3, \ldots, 2n-1) \]

\[ \{j_1, \ldots, j_n\} = \mathcal{P}(2, 4, \ldots, 2n) \]
where \( \varphi \) means "a permutation of";

\[
m = m(i_1, j_1, \ldots, i_n, j_n)
\]

\[
= \min_{m' \in \{1, \ldots, n\}} \{ m' \text{ such that } \{i_{k_1}, j_{k_1}, \ldots, i_{k_m}, j_{k_m}\} = \varphi(i_1, i_1+1, \ldots, i_{m'}, i_{m'}+1) \};
\]

and

\[
\bar{m} = \max(2, [n/2]) .
\]

If \(|\omega| = 0, \pi\), replace \(\mu_{i_1,j_1, \ldots, i_m,j_m} \) by \(\mu_{l_1, l_2, \ldots, l_2m-1, l_{2m}}\), \(\mu_{i_{m+1}, j_{m+1}, \ldots, i_n, j_n} \) by \(\mu_{l_{2m+1}, l_{2m+2}, \ldots, l_{2n-1}, l_{2n}}\), and \(\bar{r}_{1,1, \ldots, 1}\) by \(\bar{r}_{l_1, l_2, \ldots, l_{2n-1}, l_{2n}}\), where \(\{l_1, l_2, \ldots, l_{2n}\} = \varphi(1, 2, \ldots, 2n)\). Also, the uncentered moment

\[
\mu'_{12, \ldots, 2n-1, 2n} = E[\hat{r}_{1,2}(\omega) \cdots \hat{r}_{2n-1, 2n}(\omega)]
\]

is given by the same recursion relation, with \(\Sigma \) replaced by \(\varphi_{m=2} \Sigma \varphi_{m=1}\).

The time series identified by integer subscripts may or may not be all different.

Note. The assumption of joint normality is not essential; any joint moment of a process can be expressed as the sum of two terms: a Gaussian part, being the value of the moment for a normal process, and by subtraction a non-Gaussian part. In many cases it is possible to give the non-Gaussian part a Fourier representation and to show that its contribution is asymptotically negligible. This concept, introduced by Magness (1954), is applied by Parzen (1957) in the case of fourth moments, but the details will not be spelled out in the present more complicated case.
Proof: The proof for general $n$ can be given most clearly by first writing out in detail the cases $n = 2, 3, 4$ (the case $n = 1$ is Lemma 2).

The case $n = 2$. We have

$$E[(\hat{f}_{12}(\omega) - f_{12}(\omega))(\hat{f}_{34}(\omega) - f_{34}(\omega))]$$

$$= (\frac{1}{2\pi})^2 \sum_{u, v} \frac{1}{T^2} \sum_{t_1, t_2} E[X_1(t_1) X_2(t_1 + u) X_3(t_2) X_4(t_2 + v)e^{-i(u+v)\omega} K_M(u) K_M(v) - f_{12}(\omega) f_{34}(\omega)]$$

where we have used Lemma 2 in subtracting off the means. To evaluate the expectation we apply Isserlis's formula (1918), obtaining

$$E[X_1(t_1) X_2(t_1 + u) X_3(t_2) X_4(t_2 + v)]$$

$$= R_{12}(u) R_{34}(v) + R_{13}(t_2 - t_1) R_{24}(t_2 + v - t_1 - u) + R_{14}(t_2 + v - t_1) R_{23}(t_2 - t_1 - u).$$

Substituting

$$R_{jk}(v) = \int_{-\pi}^{\pi} f_{jk}(\lambda)e^{iv\lambda} d\lambda$$

and using Lemma 1, the central moment is approximated for large $T$ by

$$\frac{1}{T} \int \int \int 2\pi D_T(\lambda + \mu) [f_{13}(\lambda) f_{24}(\mu) K_M(\mu - \omega) K_M(\mu + \omega)$$

$$+ f_{14}(\lambda) f_{23}(\mu) K_M(\lambda - \omega) K_M(\mu + \omega)]d\lambda d\mu$$

$$+ \int_{-\pi}^{\pi} f_{12}(\lambda) K_M(\lambda - \omega)d\lambda \int_{-\pi}^{\pi} f_{34}(\mu) K_M(\mu - \omega)d\mu - f_{12}(\omega) f_{34}(\omega)$$

where $D_T(\theta) = \frac{1}{2\pi} \sum_{t=-T}^{T} e^{i\pi \theta}$. Now, $D_T(\lambda + \mu)$ is the dominating function in the double integrand, since $D_T(0) = O(T)$ while $K_M(0) = O(M)$. The function $D_T(\lambda + \mu)$ is a delta function at $\mu = -\lambda$, since
If $T \to \infty$ "faster" than $M$, the central moment is approximately equal to

\[
\frac{2\pi}{T} \int_{-\pi}^{\pi} \left[ f_{14}(\lambda) f_{24}(-\lambda) K_{M}(\lambda-\omega) K_{M}(\lambda+\omega) + f_{14}(\lambda) f_{23}(-\lambda) K_{M}(\lambda-\omega) K_{M}(\lambda+\omega) \right] d\lambda
\]

\[+ \int_{-\pi}^{\pi} f_{12}(\lambda) K_{M}(\lambda-\omega) d\lambda \int_{-\pi}^{\pi} f_{34}(\mu) K_{M}(\mu-\omega) d\mu - f_{12}(\omega) f_{34}(\omega).\]

But since also $M \to \infty$, then $K_{M}(\varphi)$ is a delta function at $\varphi = 0$, so that the mean correction terms cancel and the limiting value is

\[
\frac{2\pi}{T} f_{14}(\omega) f_{23}(-\omega) \int_{-\pi}^{\pi} K_{M}^{2}(\lambda-\omega) d\lambda \quad |\omega| \neq 0, \pi,
\]

\[
\frac{2\pi}{T} \left[ f_{14}(\omega) f_{23}(-\omega) + f_{13}(\omega) f_{24}(-\omega) \right] \int_{-\pi}^{\pi} K_{M}^{2}(\lambda-\omega) d\lambda \quad |\omega| = 0, \pi.
\]

Since

\[
\int_{-\pi}^{\pi} K_{M}^{n}(\lambda-\omega) d\lambda = M^{n-1} \int_{-\infty}^{\infty} K_{M}^{n}(\lambda) d\lambda, \quad n = 1, 2, \ldots
\]

we can write finally

\[
E[(\hat{f}_{12}(\omega) - f_{12}(\omega))(\hat{f}_{34}(\omega) - f_{34}(\omega))] / \frac{2\pi M}{T} \int_{-\infty}^{\infty} K_{M}^{2}(\lambda) d\lambda
\]

\[= f_{14}(\omega) f_{34}(\omega) \quad |\omega| \neq 0, \pi
\]

\[= f_{14}(\omega) f_{34}(\omega) + f_{13}(\omega) f_{24}(\omega) \quad |\omega| = 0, \pi.
\]

These formulae agree with those given by Rosenblatt (1959, p. 256).

The case $n = 3$. We begin by noting the identity

\[
\mu_{ijk}^1 = \mu_{ijk}^1 + \mu_{ij}^1 \mu_{jk} + \mu_{ij}^1 \mu_{ik} + \mu_{ik}^1 \mu_{ij} + \mu_{ij}^1 \mu_{jk}
\]

where $\mu^1$ is the ordinary and $\mu$ the central moment of random variables
Applying Isserlis's formula as before we obtain

\[
\mu_{12,34,56} = (\frac{1}{2\pi})^3 \sum_{|u| \leq M} \sum_{s \leq M} \sum_{s \leq M} e^{-i(u+v+s)\omega} k(\frac{u}{M}) k(\frac{v}{M}) k(\frac{s}{M}) \frac{1}{T^3} \sum_{t_1=1} T^{-|u|} \sum_{t_2=1} T^{-|v|} \sum_{t_3=1} T^{-|s|}
\]

\[
\left\{ R_{12}(u) \left[ R_{34}(v) R_{56}(s) + R_{35}(t_3-t_2) R_{46}(t_3+s-t_2-v) \right.ight.
\]
\[
+ R_{36}(t_3+s-t_2) R_{45}(t_3-t_2-v) \left. \right]
\]
\[
+ R_{13}(t_2-t_1) \left[ R_{24}(t_2+v-t_1-u) R_{56}(s) + R_{25}(t_3-t_1-u) R_{46}(t_3+s-t_2-v) \right.
\]
\[
+ R_{26}(t_3+s-t_1-u) R_{45}(t_3-t_2-v) \left. \right]
\]
\[
+ R_{14}(t_2+v-t_1) \left[ R_{23}(t_2-t_1-u) R_{56}(s) + R_{25}(t_3-t_1-u) R_{36}(t_3+s-t_2) \right.
\]
\[
+ R_{26}(t_3+s-t_1-u) R_{35}(t_3-t_2) \left. \right]
\]
\[
+ R_{15}(t_3-t_1) \left[ R_{23}(t_2-t_1-u) R_{46}(t_3+s-t_2-v) + R_{24}(t_2+v-t_1-u) R_{36}(t_3+s-t_2) \right.
\]
\[
+ R_{26}(t_3+s-t_2-u) R_{34}(v) \left. \right]
\]
\[
+ R_{16}(t_3+s-t_1) \left[ R_{23}(t_2-t_1-u) R_{45}(t_3-t_2-v) + R_{24}(t_2+v-t_1-u) R_{35}(t_3-t_2) \right.
\]
\[
+ R_{25}(t_3-t_1-u) R_{34}(v) \left. \right] - \mu_{12}^{'} \mu_{34}^{''} - \mu_{34}^{'} \mu_{12}^{''} - \mu_{36}^{'} \mu_{12,34} \cdot \mu_{12}^{'} \mu_{34,56}.
\]

On substituting

\[
R_{jk}(v) = \int_{-\pi}^{\pi} f_{jk}(\lambda) e^{iv\lambda} d\lambda
\]

and using Lemma 1 for the terms where its condition of validity is satisfied we obtain the approximation for large T
$$\mu_{12,34,56} = \int_{-\pi}^{\pi} \int \int d\lambda \, d\mu \, dv$$

$$\left\{ f_{12}(\lambda) K_M(\lambda-\omega) \left[ f_{34}(\mu) K_M(\mu-\omega) f_{56}(v) K_M(v-\omega) + f_{35}(\mu) f_{46}(v) K_M(v+\omega) K_M(v-\omega) \frac{2\pi}{T} D_T(\mu+v) \right] + f_{36}(\mu) K_M(\mu-\omega) f_{45}(v) K_M(v+\omega) \frac{2\pi}{T} D_T(\mu+v) \right\}$$

$$+ f_{13}(\lambda) K_M(\mu+\omega) \frac{2\pi}{T} D_T(\lambda+\mu) \left[ f_{24}(\mu) K_M(\mu-\omega) f_{56}(v) K_M(v-\omega) \frac{2\pi}{T} D_T(\lambda+\mu) + f_{25}(\mu) f_{46}(v) K_M(v+\omega) K_M(v-\omega) \frac{2\pi}{T} D_T(\nu-\lambda) + f_{26}(\mu) K_M(\mu-\omega) f_{45}(v) K_M(v+\omega) \frac{2\pi}{T} D_T(\nu-\lambda) \right]$$

$$+ f_{14}(\lambda) K_M(\lambda-\omega) K_M(\mu+\omega) \frac{2\pi}{T} D_T(\lambda+\mu) \left[ f_{23}(\mu) f_{56}(v) K_M(v-\omega) + f_{25}(\mu) f_{36}(v) K_M(v-\omega) \frac{2\pi}{T} D_T(\nu-\lambda) + f_{26}(\mu) K_M(\mu-\omega) f_{35}(v) \frac{2\pi}{T} D_T(\nu-\lambda) \right]$$

$$+ f_{15}(\lambda) K_M(\mu+\omega) K_M(\nu-\omega) \frac{2\pi}{T} D_T(\nu+\lambda) \left[ f_{23}(\mu) f_{46}(v) K_M(v-\omega) + f_{24}(\mu) K_M(\mu-\omega) f_{36}(v) \frac{2\pi}{T} D_T(\mu-v) + f_{26}(\mu) K_M(\mu-\omega) f_{35}(v) \frac{2\pi}{T} D_T(\mu-v) + f_{26}(\mu) K_M(\mu-\omega) K_M(\lambda-\omega) \right]$$

$$+ f_{16}(\lambda) K_M(\lambda-\omega) K_M(\mu+\omega) \frac{2\pi}{T} D_T(\lambda+\mu) \left[ f_{23}(\mu) f_{45}(v) K_M(v-\omega) \frac{2\pi}{T} D_T(\mu-v) + f_{24}(\mu) K_M(\mu-\omega) f_{35}(v) \frac{2\pi}{T} D_T(\mu-v) + f_{25}(\mu) f_{34}(v) K_M(v-\omega) \right]$$

$$- \mu_{12,34,56} - \mu_{34,12,56} - \mu_{56,12,34} - \mu_{12,34,56} \cdot \mu_{12}$$

A. Assume \( |\omega| \neq 0, \pi \).

Of the 15 terms in braces, consider the 1st, 3rd, 7th and 15th.

Using the result for \( n = 1, 2 \), these terms are seen to be asymptotically
equal to
\[ \mu_{12}^4 \mu_{34}^4 \mu_{36}^4 + \mu_{12}^4 \mu_{34}^4 \mu_{36}^4 \mu_{12}^4 + \mu_{36}^4 \mu_{12}^4 \mu_{34}^4 + \mu_{34}^4 \mu_{12}^4 \mu_{36}^4 \]
and are therefore cancelled by the mean correction terms outside the braces. Next consider the 9 terms numbered 2, 4, 5, 6, 9, 10, 11, 12, 14.
Each of these terms contains a pair of kernels such as
\[ K_M(\nu+\omega) K_M(\nu-\omega) \]
and is therefore asymptotically negligible if \(|\omega| \neq 0, \pi\). Consider
finally the 8th and 13th terms, which are
\[
\left(\frac{2\pi}{T}\right)^2 \int_{-\pi}^{\pi} d\lambda \int_{-\pi}^{\pi} d\mu \int_{-\pi}^{\pi} d\nu \left\{ f_{14}(\lambda) f_{25}(\mu) f_{36}(\nu) D_T(\lambda+\mu) D_T(\nu-\lambda) K_M(\lambda-\omega) K_M(\mu+\omega) K_M(\nu-\omega) + f_{16}(\lambda) f_{25}(\mu) f_{45}(\nu) D_T(\lambda+\mu) D_T(\mu-\nu) K_M(\lambda-\omega) K_M(\mu+\omega) K_M(\nu+\omega) \right\}.
\]
We evaluate the first of these by the following procedure: the kernel
\[ D_T(\lambda+\mu) \] picks out \( \mu = -\lambda \), on integration with respect to \( \mu \), giving
the approximation
\[
\left(\frac{2\pi}{T}\right)^2 \int_{-\pi}^{\pi} d\lambda \int_{-\pi}^{\pi} d\mu \int_{-\pi}^{\pi} d\nu \ f_{14}(\lambda) f_{25}(\lambda) f_{36}(\nu) D_T(\nu-\lambda) K_M(\lambda-\omega) K_M(-\lambda+\omega) K_M(\nu-\omega) d\lambda d\nu ;
\]
the kernel \( D_T(\nu-\lambda) \) picks out \( \nu = \lambda \), giving
\[
\left(\frac{2\pi}{T}\right)^2 \int_{-\pi}^{\pi} d\lambda \ f_{14}(\lambda) f_{25}(\lambda) f_{36}(\lambda) K_M(\lambda-\omega) K_M(-\lambda+\omega) K_M(\lambda-\omega) d\lambda ;
\]
the kernel \( K_M(\lambda-\omega) \), which is symmetrical about \( \omega \), picks out \( \lambda = \omega \),
giving
\[
\left(\frac{2\pi}{T}\right)^2 f_{14}(\omega) f_{25}(-\omega) f_{36}(\omega) \int_{-\pi}^{\pi} K_M^2(\lambda-\omega) d\lambda
\]
\[
\approx f_{14}(\omega) f_{25}(\omega) f_{36}(\omega) \left(\frac{2\pi M}{T}\right)^2 \int_{-\infty}^{\infty} K^2(\lambda) d\lambda .
\]
The second term is similarly found to give
\[
\left(\frac{2\pi}{T}\right)^2 \int_{-\pi}^{\pi} f_{16}(\lambda) f_{23}(\mu) f_{45}(\mu) D_T(\lambda+\mu) K_M(\lambda-\omega) K_M(\mu+\omega) K_M(\mu+\omega) d\lambda 
\]

\[
\simeq \left(\frac{2\pi}{T}\right)^2 \int_{-\pi}^{\pi} f_{16}(\lambda) f_{23}(-\lambda) f_{45}(-\lambda) K_M(\lambda-\omega) K_M(-\lambda+\omega) K_M(-\lambda+\omega) d\lambda
\]

\[
\simeq \left(\frac{2\pi}{T}\right)^2 f_{16}(\omega) f_{23}(-\omega) f_{45}(-\omega) \int_{-\pi}^{\pi} K_M^2(\lambda-\omega) d\lambda
\]

\[
\simeq f_{16}(\omega) f_{32}(\omega) f_{54}(\omega) \left(\frac{2\pi M}{T}\right)^2 \int_{-\infty}^{\infty} K^2(\lambda) d\lambda.
\]

B. Assume \( |\omega| = 0 \) or \( \pi \).

The first term in braces still gives \( \mu_{12}^{i\mu} \mu_{34}^{i\mu} \mu_{56}^{i\mu} \), while the 2nd and 3rd together give \( \mu_{12}^{i\mu} \mu_{34}^{i\mu} \mu_{56}^{i\mu} \), the 4th and 7th give \( \mu_{56}^{i\mu} \mu_{12}^{i\mu} \mu_{34}^{i\mu} \) and the 12th and 15th give \( \mu_{24}^{i\mu} \mu_{12}^{i\mu} \mu_{56}^{i\mu} \). These terms cancel with terms outside the braces. The remaining 8 terms all contribute to the result, which can be written down, remembering that

\[
f_{jk}(\omega) = f_{jk}(-\omega) \quad \text{if} \quad |\omega| = 0, \pi.
\]

We have thus proved that

\[
\mathbb{E}[f_{12}(\omega) f_{12}(\omega) f_{34}(\omega) f_{34}(\omega) f_{56}(\omega) f_{56}(\omega)] / \left(\frac{2\pi M}{T}\right)^2 \int_{-\infty}^{\infty} K^2(\lambda) d\lambda
\]

\[
\simeq f_{14}(\omega) f_{52}(\omega) f_{36}(\omega) + f_{16}(\omega) f_{32}(\omega) f_{54}(\omega) \quad |\omega| \neq 0, \pi
\]

\[
\simeq f_{13}(\omega) f_{25}(\omega) f_{46}(\omega) + f_{15}(\omega) f_{42}(\omega) f_{56}(\omega) + f_{14}(\omega) f_{25}(\omega) f_{36}(\omega) + f_{15}(\omega) f_{42}(\omega) f_{35}(\omega) + f_{16}(\omega) f_{23}(\omega) f_{45}(\omega) + f_{15}(\omega) f_{24}(\omega) f_{36}(\omega) + f_{16}(\omega) f_{23}(\omega) f_{45}(\omega) + f_{16}(\omega) f_{24}(\omega) f_{35}(\omega) \quad |\omega| = 0, \pi.
\]
The case \( n = 4 \). We do not write out this case fully for the pattern of derivation is already apparent. The moment identity becomes

\[
\mu^4_{ijkl} = \mu_{ijkl} + (\mu^3_{ijk\ell} + \ldots + \mu^4_{ijk}) + (\mu^3_{ij\ell k} + \ldots + \mu^4_{ij\ell}) + \mu^4_{ij \ell k} + \mu^4_{ij k\ell} .
\]

Isserlis's formula now has 105 terms each being a product of 4 covariances. We imagine the expression in braces for \( n = 3 \) being written for \( n = 4 \) with the same convention for the order of terms, and evaluate it in the same manner.

A. Assume \(|\omega| \neq 0, \pi\).

The terms appearing in the following places are cancelled by mean correction terms outside the braces: 1, 3, ..., 103 (15 terms). The following terms approach zero: 2, ..., 104 (81 terms). The following terms have a non-zero limit: 33, ..., 105 (9 terms).

Care is needed in evaluating these nine terms. In the first one, the quadruple integral factors into a product of two double integrals each of which is evaluated as in the case \( n = 2 \):

\[
\left(\frac{1}{2\pi T}\right)^2 T(2\pi)^3 \int f_{14}(\lambda) f_{23}(\mu) D_T(\lambda + \mu) K_M(\lambda - \omega) K_M(\mu + \omega) d\lambda d\mu \\
\cdot \left(\frac{1}{2\pi T}\right)^2 T(2\pi)^3 \int f_{58}(\xi) f_{67}(\theta) D_T(\xi + \theta) K_M(\xi - \omega) K_M(\theta + \omega) d\xi d\theta \\
\cdot \left(\frac{2\pi M}{T}\right) \int K^2(\lambda) d\lambda \int f_{14}(\omega) f_{32}(\omega) f_{58}(\omega) f_{76}(\omega) .
\]

The fifth and ninth are of the same type. The remainder are like the second one:
\[
\left(\frac{1}{2\pi T}\right)^{\frac{1}{4}} T (2\pi)^7 \int \int \int f_{14}(\lambda) f_{25}(\mu) f_{38}(\xi) f_{67}(\theta) D_4(\lambda-\xi) D_4(\mu-\xi) D_4(\xi-\theta) \\
K_M(\lambda-\omega) K_M(\mu-\omega) K_M(\xi-\omega) d\lambda d\mu d\xi d\theta
\]

\[
= \left(\frac{2\pi M}{T}\right)^3 \int K^4(\lambda) d\lambda \int f_{14}(\omega) f_{56}(\omega) f_{38}(\omega) f_{76}(\omega)
\]

B. Assume \(|\omega| = 0\) or \(\pi\).

The following terms are cancelled by mean correction terms:

1, \ldots, 104 (45 terms). The following terms have a non-zero limit:

17, \ldots, 105 (60 terms). The 60 terms are evaluated by the method used above. We obtain finally (suppressing the frequency \(\omega\))

\[
E\left[ (\hat{f}_{12}^{\omega} - \hat{f}_{12}^{\omega})(\hat{f}_{34}^{\omega} - \hat{f}_{34}^{\omega})(\hat{f}_{56}^{\omega} - \hat{f}_{56}^{\omega})(\hat{f}_{78}^{\omega} - \hat{f}_{78}^{\omega}) \right]
\]

\[
= \left(\frac{2\pi M}{T}\right) \int K^2(\lambda) d\lambda \left\{ f_{14}^2 f_{38}^2 f_{56}^2 f_{76}^2 + f_{16}^2 f_{25}^2 f_{38}^2 f_{74}^2 + f_{18}^2 f_{27}^2 f_{36}^2 f_{54}^2 \right\}
\]

\[
+ \left(\frac{2\pi M}{T}\right)^3 \int K^4(\lambda) d\lambda \left\{ f_{14}^2 f_{32}^2 f_{58}^2 f_{76}^2 + f_{14}^2 f_{32}^2 f_{58}^2 f_{74}^2 + f_{14}^2 f_{38}^2 f_{56}^2 f_{74}^2 + f_{14}^2 f_{38}^2 f_{56}^2 f_{74}^2 \right\}
\]

if \(|\omega| \neq 0, \pi\)

\[
= \left(\frac{2\pi M}{T}\right) \int K^2(\lambda) d\lambda \left\{ (f_{13} f_{24} f_{14} f_{23})(f_{37} f_{68} f_{58} f_{67}) + (f_{15} f_{26} f_{16} f_{25})(f_{37} f_{48} f_{38} f_{47}) + (f_{17} f_{28} f_{18} f_{27})(f_{35} f_{46} f_{36} f_{45}) \right\}
\]

\[
+ \left(\frac{2\pi M}{T}\right)^3 \int K^4(\lambda) d\lambda \left\{ f_{13} f_{25} f_{47} f_{68} + \ldots + f_{18} f_{26} f_{37} f_{45} \right\}
\]

if \(|\omega| = 0, \pi\).

The number of terms in the last braces is 48. For comparison of these results with the general recursion formula in the statement of this theorem, note that, for example, the term in \(\left(\frac{2\pi M}{T}\right) \int K^2(\lambda) d\lambda \) for \(|\omega| \neq 0, \pi\) is equal to

\[
^M_{12,34}^M_{56,78} + ^M_{12,56}^M_{34,78} + ^M_{12,78}^M_{34,56}
\]
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The cases \( n = 5, 6, 7 \). Proceeding in the same way we obtain the following results, suppressing the frequency \( \omega \):

\[
E[\hat{f}_{12} - f_{12}] \ldots [\hat{f}_{11} 12 - f_{11} 12] \approx \left( \frac{2\pi M}{T} \right)^3 \int K^2(\lambda) d\lambda \int K^3(\lambda) d\lambda
\]

\[
\left\{ f_{14} f_{32} (f_{58} f_{76} f_{9} 10 + f_{5} 10 f_{76} f_{98}) + f_{16} f_{52} (f_{38} f_{4} f_{7} 10 + f_{3} 10 f_{74} f_{98}) + f_{18} f_{72} (f_{36} f_{4} f_{5} 10 + f_{3} 10 f_{54} f_{96}) + f_{1} 10 f_{92} (f_{36} f_{74} f_{58} f_{38} f_{54} f_{76}) \right\}
\]

\[+ O\left( \frac{N^4}{T} \right) \quad \text{if } |\omega| \neq 0, \pi. \]

\[
E[\hat{f}_{12} - f_{12}] \ldots [\hat{f}_{13} 14 - f_{13} 14] \approx \left( \frac{2\pi M}{T} \right)^3 \int K^2(\lambda) d\lambda \int K^3(\lambda) d\lambda
\]

\[
\left\{ f_{14} f_{32} (f_{58} f_{76} f_{9} 12 f_{11} 10 + f_{5} 10 f_{96} f_{7} 12 f_{11} 12 f_{11} f_{6} f_{7} 10 f_{98}) + f_{16} f_{52} (f_{38} f_{4} f_{9} 12 f_{11} 10 + f_{3} 10 f_{94} f_{7} 12 f_{11} 8 + f_{3} 12 f_{11} 6 f_{7} 10 f_{98}) + f_{18} f_{72} (f_{36} f_{4} f_{9} 12 f_{11} 10 + f_{3} 10 f_{94} f_{5} 12 f_{11} 6 f_{3} 12 f_{11} 4 f_{5} 10 f_{96}) + f_{1} 10 f_{92} (f_{36} f_{54} f_{7} 12 f_{11} 8 + f_{3} 38 f_{9} f_{5} 12 f_{11} 6 + f_{3} 12 f_{11} 4 f_{5} 58 f_{76}) + f_{1} 12 f_{11} 2 (f_{36} f_{54} f_{7} 10 f_{98} f_{5} 38 f_{74} f_{5} 10 f_{96} f_{3} 10 f_{94} f_{58} f_{76}) \right\}
\]

\[+ O\left( \frac{N^4}{T} \right) \quad \text{if } |\omega| \neq 0, \pi. \]

\[
E[\hat{f}_{12} - f_{12}] \ldots [\hat{f}_{13} 14 - f_{13} 14] = O\left( \frac{N^4}{T} \right), \quad |\omega| \leq \pi.
\]

General \( n \). A study of the derivation for \( n = 3 \) and \( n = 4 \) shows the origin of each term in the resulting formula; the formula for general \( n \) can then be written down as in the statement of the theorem.

The identity with which we began the proof for \( n = 3, 4 \) becomes

\[
\mu_1 \ldots n = \mu_1 \ldots n + \mu_1 \ldots \mu_1 + \sum_{r=1}^{n-2} \mu_1 \mu_1 + \mu_1 \mu_{r+1} \ldots i_n
\]

\[
\mu_1 \ldots n \equiv \mu_1 \ldots n + \mu_1 \ldots \mu_1 + \sum_{r=1}^{n-2} \mu_1 \mu_1 + \mu_1 \mu_{r+1} \ldots i_n
\]
where \((i_1, \ldots, i_n)\) is a permutation of \((1, \ldots, n)\).

Isserlis's formula has \(1.3.5\ldots(2n-1) = \frac{(2n)!}{n!2^n}\) terms. The number of terms contributing to the general formula is

\[
\sum_{a=0}^{n} (-1)^a \binom{n}{a} (n-a)! \quad |\omega| \neq 0, \pi
\]

\[
\sum_{a=0}^{n} (-1)^a \binom{n}{a} \frac{(2(n-a))!}{(n-a)! \ 2^{n-a}} \quad |\omega| = 0, \pi.
\]

The expression for \(|\omega| = 0, \pi\) is obtained as the number of ways of pairing the integers \((1, \ldots, 2n)\) so that no pair contains an odd integer together with the integer exceeding it by 1, and for \(|\omega| \neq 0, \pi\) so that in addition each pair contains one even and one odd integer.

Given the first round draw for a competition, these expressions give the number of possible second round draws in a round-robin tournament \((|\omega| = 0, \pi)\) and a match between two teams \((|\omega| \neq 0, \pi)\). The values for \(n = 1, \ldots, 6\) are given in the following table.

| \(n\) | \(|\omega| 
eq 0, \pi\) | \(|\omega| = 0, \pi\) |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>60</td>
</tr>
<tr>
<td>5</td>
<td>44</td>
<td>544</td>
</tr>
<tr>
<td>6</td>
<td>265</td>
<td>6040</td>
</tr>
</tbody>
</table>
We note that

\[ \mathbb{E}[(\hat{f}_{12}(\omega) - f_{12}(\omega)) \ldots (\hat{f}_{2n-1,2n}(\omega) - f_{2n-1,2n}(\omega))] = O\left(\frac{(M/T)^x}{T}\right) \]

where

\[ x = \left\lfloor \frac{n+1}{2} \right\rfloor, \quad n = 2, 3, \ldots \]

As a first application of Theorem 1 we can immediately write down moments of the estimated autospectral density, assuming \( \hat{f}_{jj}(\omega) \neq 0 \).

**Table 2**

| \( m \) | \( |\omega| \neq 0, \pi \) | \( |\omega| = 0, \pi \) |
|---|---|---|
| 1 | 0 | 0 |
| 2 | \( \frac{2\pi M}{T} \int K^2(\lambda) d\lambda \) | \( \frac{2\pi M}{T} \int K^2(\lambda) d\lambda \) |
| 3 | \( 2\left(\frac{2\pi M}{T}\right)^2 \int K^3(\lambda) d\lambda \) | \( 8\left(\frac{2\pi M}{T}\right)^2 \int K^3(\lambda) d\lambda \) |
| 4 | \( 3\left(\frac{2\pi M}{T}\right)^3 \int K^4(\lambda) d\lambda \) | \( 12\left(\frac{2\pi M}{T}\right)^2 \int K^4(\lambda) d\lambda \) |
| & | + \( 6\left(\frac{2\pi M}{T}\right)^3 \int K^4(\lambda) d\lambda \) | + \( 48\left(\frac{2\pi M}{T}\right)^3 \int K^4(\lambda) d\lambda \) |

Corollary. The case when some spectra are zero. If \( k \) of the \( n \) spectra appearing in any term of the right-hand side of the general formula for \( \mathbb{E} \left[ \prod_{j=1}^{n} (\hat{f}_{2j-1,2j}(\omega) - f_{2j-1,2j}(\omega)) \right] \) are zero at \( \omega \) and the spectra are sufficiently smooth, we proceed to improve these terms by analogy with the note to Lemma 2. The following changes are made:

(a) Each of the \( k \) spectra \( f(\omega) \) is replaced by \( f''(\omega) \).
(b) The term is multiplied by \( \left( \frac{1}{2M^2} \right)^{k} \).

(c) \( \int_{-\infty}^{\infty} K^2(\lambda) d\lambda \) is replaced by \( \int_{-\infty}^{\infty} \lambda^{2k} K^2(\lambda) d\lambda \).

(d) Further expansion of other terms in this manner may be needed to preserve the order of approximation.

In the case that \( \ell \) of these \( k \) second derivatives are zero, we make the following further changes:

(a') Each of the \( \ell \) second derivatives \( f''(\omega) \) is replaced by \( f^{(4\ell)}(\omega) \).

(b') The factor \( \left( \frac{1}{2M^2} \right)^{k} \) in (b) is replaced by \( \left( \frac{1}{2M^2} \right)^{k-\ell} \left( \frac{1}{4^\ell M^{4\ell}} \right) \).

(c') The factor \( \int_{-\infty}^{\infty} \lambda^{2k} K^2(\lambda) d\lambda \) is replaced by \( \int_{-\infty}^{\infty} \lambda^{2(k-\ell)+4\ell} K^2(\lambda) d\lambda \).

(d') \( = (d) \).

Higher order zeros of the spectra can be treated similarly.

If any of the spectra appearing on the left-hand side of the formula is zero, the formula is unchanged, except that the mean correction is now \( E[f_{2\ell-1} 2j_1(\omega)] \) rather than \( f_{2\ell-1} 2j_1(\omega) \) for the mean correction terms are modified in the same manner when they appear positively and negatively and, therefore, still cancel out.

3.3 Mean and Variance of the Estimates of Coherence

**Theorem 2** Let

\[
\frac{1}{n} = \frac{2\pi M}{T} \int_{-\infty}^{\infty} K^2(\lambda) d\lambda.
\]

and let

\[
K_0 = \frac{\int_{-\infty}^{\infty} K^2(\lambda) d\lambda}{\left( \int_{-\infty}^{\infty} K^2(\lambda) d\lambda \right)^{1/2}} - 1.
\]
Then for stationary normal processes with sufficiently smooth spectra we have to order $n^{-3}$, that is, to order $(M/T)^3$: if $|\omega| \neq 0, \pi$

$$E[\hat{W}] = W + \frac{1}{n} (1-W)^2 + \frac{2}{n^2} (1-W)^2 (W-K_0)$$

$$\text{Var}^{\hat{W}} = \frac{2}{n} W(1-W)^2 + \frac{1}{n^2} (1-W)^2 (1-2W(1+2K_0)+13W^2)$$

and in particular

$$E[\hat{W}\mid W=0] = \frac{1}{n} - \frac{2}{n^2} K_0$$

$$\text{Var}[\hat{W}\mid W=0] = \frac{1}{n^2}$$

while if $|\omega| = 0, \pi$

$$E[\hat{W}] = W + \frac{1}{n} (1-W)(1-2W) + \frac{2}{n^2} (1-W)(-2K_0+(3+4K_0)W-4W^2)$$

$$\text{Var}[\hat{W}] = \frac{4}{n} W(1-W)^2 + \frac{2}{n^2} (1-W)(1-2W(13+8K_0)+2W^2(25+8K_0)+52W^3)$$

and in particular

$$E[\hat{W}\mid W=0] = \frac{1}{n} - \frac{4}{n^2} K_0$$

$$\text{Var}[\hat{W}\mid W=0] = \frac{2}{n^2}$$.

Notes:

1. For the interpretation of the quantities $n$ and $K_0$ see Section 4.

2. The normality assumption is not essential; see the note to Theorem 1.

3. The different orders of magnitude of the variance of $\hat{W}$ when $W = 0$ and when $W \neq 0$ has a counterpart in the estimation of the ordinary multiple correlation coefficient $R^2$; see Kendall and Stuart (1961, p. 341).
Proof: We use the Taylor series expansion (suppressing the frequency $\omega$)

$$E[\hat{W}] = E[\hat{F}_{jk}^\alpha \hat{F}_{kj}^\alpha \hat{F}_{jj}^\alpha \hat{F}_{kk}^\alpha]$$

$$= W E[(1 + g_{jk})(1 + g_{kj})(1 - g_{jj}^2 + g_{jj}^2 - \ldots)(1 - g_{kk}^2 + g_{kk}^2 - \ldots)]$$

where

$$g_{jk} \equiv (\hat{F}_{jk} - \hat{F}_{kj})/\hat{F}_{jk},$$

valid if $W \neq 0$. Since we wish to retain terms of order $(M/T)^2$, we retain terms of the fourth order in the $g$'s. Therefore, write

$$E[\hat{W}] = W E[1 + g_{jk} + g_{kj} - g_{jj} - g_{kk}$$

$$+ g_{jj}^2 + g_{jj} g_{kk} + g_{kk}^2 - (g_{jk} + g_{kj})(g_{jj} + g_{kk}) + g_{jk} g_{kj}$$

$$- (g_{jj} + g_{kk})(g_{jk} + g_{kj})$$

$$+ \frac{1}{4} g_{jj}^4 + g_{jj} g_{kk}^2 + g_{jj}^2 g_{kk} + g_{jj} g_{kk}^2 + g_{kk}^2$$

$$- (g_{jk} + g_{kj})(g_{jj} + g_{kk})(g_{jj} + g_{kk})$$

$$+ g_{jk} g_{kj} (g_{jj} + g_{kk} g_{kk} + g_{kk}^2)] + O((M/T)^3).$$

The expectations needed here can be read off from Theorem 1, in particular from the special cases stated fully in the course of the proof of that theorem. These expectations are listed in Table 3 for $|\omega| \neq 0, \pi$ and Table 4 for $|\omega| = 0, \pi$. We use the notation

$$N_1 = \frac{2\pi M}{T} \int_{-\infty}^{\infty} K^2(\lambda) d\lambda$$

$$N_2 = \left(\frac{2\pi M}{T}\right)^2 \int_{-\infty}^{\infty} K^3(\lambda) d\lambda.$$
Thus we have the relations

\[ \frac{1}{n} = N_1 \]

\[ K_0 = \left( \frac{N_2}{N_1^2} \right) - 1. \]

As an example of the way in which Tables 3 and 4 were constructed, consider

\[
E[\varepsilon_{jk} \varepsilon_{kj}] = E \left[ \frac{\hat{f}_{jk} - \frac{f_{jk}}{f_{k}}}{f_{jk}} \frac{\hat{f}_{kj} - \frac{f_{kj}}{f_{j}}}{f_{kj}} \right]
\]

\[ = \frac{\mu_{jk, kj}}{f_{jk} f_{kj}} f_{kk} \]

\[ = N_1 \frac{f_{jj} f_{kk}}{f_{jk} f_{kj}} \quad \text{if } |\omega| \neq 0, \pi \]

\[ = N_1 / \bar{W}, \]

assuming \( \bar{W} \neq 0 \). On inserting these expectations in the Taylor series expansion we obtain

\[
E[\hat{W}] = W + N_1(1-W)^2 - 2N_2(1-W)^2
\]

\[ + 2N_1^2(1-W)^2(1+W) + O\left((M/T)^3\right), \quad |\omega| \neq 0, \pi \]

\[ = W + N_1(1-W)(1-2W) - 4N_2(1-W)(1-2W)
\]

\[ + 2N_1^2(1-W)(2W - 4W^2) + O\left((M/T)^3\right), \quad |\omega| = 0, \pi, \]

from which the mean values stated in the theorem follow. If \( W = 0 \), the Taylor series expansion becomes

\[
E[\hat{W}] = (1/f_{jj} f_{kk}) E[\hat{f}_{jk} \hat{f}_{kj} (1-g_{jj} + g_{jj}^2 - \cdots)(1-g_{kk} + g_{kk}^2 - \cdots)]
\]

but the results for this case can be obtained simply by substituting \( W = 0 \) in the results obtained for \( W \neq 0 \).
Table 3. Expected Values of Functions of Spectra, $|\omega| \neq 0, \pi$

<table>
<thead>
<tr>
<th>Function</th>
<th>Expectation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon_{jj}, \varepsilon_{jk}$</td>
<td>0</td>
</tr>
<tr>
<td>$\varepsilon_{jj}^2, \varepsilon_{jj}\varepsilon_{jk}, \varepsilon_{jk}^2$</td>
<td>$N_1$</td>
</tr>
<tr>
<td>$\varepsilon_{jj}\varepsilon_{kk}$</td>
<td>$N_1 W$</td>
</tr>
<tr>
<td>$\varepsilon_{jk}\varepsilon_{kj}$</td>
<td>$N_1/W$</td>
</tr>
<tr>
<td>$\varepsilon_{jj}^3, \varepsilon_{jj}\varepsilon_{jk}, \varepsilon_{jj}\varepsilon_{jk}^2$</td>
<td>$2N_2$</td>
</tr>
<tr>
<td>$\varepsilon_{jj}^2 \varepsilon_{kk}$</td>
<td>$2N_2 W$</td>
</tr>
<tr>
<td>$\varepsilon_{jj}\varepsilon_{kk}\varepsilon_{jk}$</td>
<td>$N_2(1+W)$</td>
</tr>
<tr>
<td>$\varepsilon_{jj}\varepsilon_{kj}\varepsilon_{kj}$</td>
<td>$N_2(1+1/W)$</td>
</tr>
<tr>
<td>$\varepsilon_{jk}\varepsilon_{kj}$</td>
<td>$2N_2/W$</td>
</tr>
<tr>
<td>$\varepsilon_{jj}^4, \varepsilon_{jj}\varepsilon_{jk}, \varepsilon_{jj}\varepsilon_{jk}^2, \varepsilon_{jj}\varepsilon_{kk}\varepsilon_{kj}\varepsilon_{kj}$</td>
<td>$3N_1^2$</td>
</tr>
<tr>
<td>$\varepsilon_{jj}\varepsilon_{kk}$</td>
<td>$3N_1^2 W$</td>
</tr>
<tr>
<td>$\varepsilon_{jj}\varepsilon_{kk}$</td>
<td>$N_1^2(1+2\omega^2)$</td>
</tr>
<tr>
<td>$\varepsilon_{jj}\varepsilon_{kk}\varepsilon_{jk}$</td>
<td>$N_1^2(1+2W)$</td>
</tr>
<tr>
<td>$\varepsilon_{jj}\varepsilon_{jk}\varepsilon_{kj}$</td>
<td>$N_1^2(2+1/W)$</td>
</tr>
<tr>
<td>$\varepsilon_{jj}\varepsilon_{kk}\varepsilon_{jk}$</td>
<td>$N_1^2(2+W)$</td>
</tr>
<tr>
<td>$\varepsilon_{jj}\varepsilon_{kk}\varepsilon_{kj}$</td>
<td>$N_1^2(1+2/W)$</td>
</tr>
<tr>
<td>$\varepsilon_{jj}\varepsilon_{jk}\varepsilon_{kj}$</td>
<td>$N_1^2(1+2/W^2)$</td>
</tr>
</tbody>
</table>
Table 4. Expected Values of Functions of Spectra, $|\omega| = 0, \pi$.

<table>
<thead>
<tr>
<th>Function</th>
<th>Expectation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon_{jj}', \varepsilon_{jk}$</td>
<td>0</td>
</tr>
<tr>
<td>$\varepsilon_{jj}'^2 \varepsilon_{jk}$</td>
<td>$2N_1$</td>
</tr>
<tr>
<td>$\varepsilon_{jk}^2 \varepsilon_{jk} \varepsilon_{kk}$</td>
<td>$N_1 (1 + 1/W)$</td>
</tr>
<tr>
<td>$\varepsilon_{jj} \varepsilon_{kk}$</td>
<td>$2N_1 W$</td>
</tr>
<tr>
<td>$\varepsilon_{jj}'^3 \varepsilon_{jk}$</td>
<td>$8N_2$</td>
</tr>
<tr>
<td>$\varepsilon_{jj}^2 \varepsilon_{jk} \varepsilon_{jk} \varepsilon_{kk}$</td>
<td>$2N_2 (3 + 1/W)$</td>
</tr>
<tr>
<td>$\varepsilon_{jj} \varepsilon_{kk}$</td>
<td>$8N_2 W$</td>
</tr>
<tr>
<td>$\varepsilon_{jj} \varepsilon_{kk} \varepsilon_{jk}$</td>
<td>$4N_2 (1 + W)$</td>
</tr>
<tr>
<td>$\varepsilon_{jk}^2 \varepsilon_{kk}$</td>
<td>$2N_2 (1 + 3/W)$</td>
</tr>
<tr>
<td>$\varepsilon_{jj}'^4 \varepsilon_{jk}$</td>
<td>$12N_1^2$</td>
</tr>
<tr>
<td>$\varepsilon_{jj} \varepsilon_{kk}$</td>
<td>$12N_1^2 W$</td>
</tr>
<tr>
<td>$\varepsilon_{jj} \varepsilon_{kk}^2$</td>
<td>$4N_1^2 (1 + 2W^2)$</td>
</tr>
<tr>
<td>$\varepsilon_{jj} \varepsilon_{jk} \varepsilon_{jk} \varepsilon_{kk}$</td>
<td>$2N_1^2 (5 + 1/W)$</td>
</tr>
<tr>
<td>$\varepsilon_{jj} \varepsilon_{kk} \varepsilon_{jk} \varepsilon_{jk}$</td>
<td>$4N_1^2 (1 + 2W)$</td>
</tr>
<tr>
<td>$\varepsilon_{jj} \varepsilon_{kk} \varepsilon_{jk} \varepsilon_{kk} \varepsilon_{jk}$</td>
<td>$2N_1^2 (5 + W)$</td>
</tr>
<tr>
<td>$\varepsilon_{jj} \varepsilon_{kk} \varepsilon_{jk} \varepsilon_{jk}$</td>
<td>$6N_1^2 (1 + 1/W)$</td>
</tr>
<tr>
<td>$\varepsilon_{jk}^2 \varepsilon_{kk}$</td>
<td>$3N_1^2 (1 + 2/W + 1/W^2)$</td>
</tr>
</tbody>
</table>
For \( E[\hat{W}^2] \) we use the square of the Taylor expansion given above, again retaining terms of the fourth order in the \( \hat{g} \)'s. We have

\[
E[\hat{W}^2] = W^2 \left[ 1 + 2(\hat{g}_{jk}^+ \hat{g}_{kj}^+ \hat{g}_{jj}^+ \hat{g}_{kk}^-) + 3\hat{g}_{jj}^2 + 4g_{jj}^2 + 3\hat{g}_{kk}^2 - 4(g_{jk}^+ g_{kj}^+) (g_{jj}^+ g_{kk}^-) + \hat{g}_{jk}^2 + 4\hat{g}_{jk} \hat{g}_{kj}^+ + \hat{g}_{kj}^2 
- 2(2\hat{g}_{jj}^2 + 3\hat{g}_{jj}^2 \hat{g}_{kk}^- + 3g_{jj}^2 \hat{g}_{kk}^- + 2g_{kk}^-) + 2(\hat{g}_{jk}^+ \hat{g}_{kj}^+) (3g_{jj}^2 + 4g_{jj}^+ \hat{g}_{kk}^- + 3\hat{g}_{kk}^-) 
- 2(\hat{g}_{jj}^+ \hat{g}_{kk}^-) (\hat{g}_{jk}^2 + 4g_{jk}^+ \hat{g}_{kj}^+) + 2(\hat{g}_{jk}^+ \hat{g}_{kj}^+) (\hat{g}_{jk}^2 + \hat{g}_{jk} \hat{g}_{kj}^+ + \hat{g}_{kj}^2) + 5\hat{g}_{jj}^2 + 8\hat{g}_{jj}^2 \hat{g}_{kk}^- + 9g_{jj}^2 \hat{g}_{kk}^- + 8g_{jj} \hat{g}_{kk}^- + 5g_{kk}^- 
- 4(\hat{g}_{jk}^+ \hat{g}_{kj}^+) (2g_{jj}^2 + 3\hat{g}_{jj}^2 \hat{g}_{kk}^- + 3g_{jj} \hat{g}_{kk}^- + 2g_{kk}^-) + (\hat{g}_{jk}^+ \hat{g}_{kj}^+) (3g_{jj}^2 + 4g_{jj}^+ \hat{g}_{kk}^- + 3\hat{g}_{kk}^-) 
- 4(\hat{g}_{jj}^+ \hat{g}_{kk}^-) (\hat{g}_{jk}^2 + \hat{g}_{jk} \hat{g}_{kj}^+ + \hat{g}_{kj}^2) + \hat{g}_{jk}^2 \hat{g}_{kj}^2) + O((M/T)^3) \right].
\]

By the same method we obtain

\[
E[\hat{W}^2] = W^2 + 4N_1 W (1-W)^2 - 8N_2 W (1-W)^2 
+ 2N_1^2 (1-W)^2 (1-2W+9W^2) + O((M/T)^3), \quad |\omega| \neq 0, \pi
\]

\[
= W^2 + 2N_1 W (1-W) (3-4W) - 8N_2 W (1-W) (3-4W) 
+ 3N_1^2 (1-W) (1-5W+24W^2-24W^3) + O((M/T)^3), \quad |\omega| = 0, \pi
\]

from which the variances stated in the theorem follow. The proof of Theorem 2 is now complete. It may be noted that in taking the Taylor series expansion for \( E[\hat{W}] \) and \( E[\hat{W}^2] \), allowance was made not only for
the variance of the numerator and denominator of $\hat{W}$, but also for the correlation between numerator and denominator.

3.4 Comparison with Goodman's Distribution

The quantity $n$ in Theorem 2 is known as the number of degrees of freedom for the estimates; see, for example, Amos and Koopmans (1963, p. 26). It is not restricted to integral values.

The quantity $K_0$ reflects the extent to which the spectral window departs from being rectangular; its value is zero for a rectangular window. Some common windows are listed in Tables 5 and 6 with their formulae. This list corresponds to those given by Jenkins (1961, p. 146) and Parzen (1961, p. 178). The value of $K_0$, together with the second, third and fourth moments, is given in Table 7 for each of these windows.

In a valuable thesis Goodman (1957) derived the approximate asymptotic distribution of the estimated spectral density matrix $\hat{f}(\omega)$, and from it obtained probability distributions for several functions of the matrix including the square root of coherence (p. 125), whose probability density is:

$$
d_p \sqrt{\frac{1}{W}}(z) = \frac{2(1-W)^n}{\Gamma(n) \Gamma(n-1)} z(1-z^2)^{n-2} \sum_{k=0}^{\infty} \frac{\Gamma^2(n+k)}{\Gamma^2(k+1)} z^{2k} dz, \quad 0 \leq z \leq 1.
$$
Table 5. Some Common Lag Windows.

| Identification number | Name       | Formula for $k(u)$, $|u| \leq 1$          |
|-----------------------|------------|-------------------------------------------|
| 1                     | Bartlett (1) | 1                                        |
| 2                     | Bartlett (2) | $1 - |u|$                                   |
| 3                     | Hamming    | $\frac{1}{2}(1 + \cos nu)$               |
| 4                     | Hamming    | $.54 + .46 \cos nu$                      |
| 5                     | Parzen (1)  | $1 - u^2$                                |
| 6                     | Parzen (2)  | $1 - 6u^2 + 6|u|^3, \quad \frac{1}{2} \leq u \leq 1$ \quad 2(1 - |u|)^3, \quad \frac{1}{2} \leq u \leq 1$ |
| 7                     | Daniell    | $\frac{\sin uh}{uh}$                     |

Table 6. Spectral Window Generators.

<table>
<thead>
<tr>
<th>Identification number</th>
<th>Formula for $K(\lambda)$, $-\infty &lt; \lambda &lt; \infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$(\sin \lambda)/\pi\lambda$</td>
</tr>
<tr>
<td>2</td>
<td>$2(\sin \frac{1}{2}\lambda)^2/\pi\lambda^2$</td>
</tr>
<tr>
<td>3</td>
<td>$[.50(\sin \lambda)/\lambda + .25(\sin(\lambda+\pi))(\lambda+\pi) + .25(\sin(\lambda-\pi))/(\lambda-\pi)]/\pi$</td>
</tr>
<tr>
<td>4</td>
<td>$[.54(\sin \lambda)/\lambda + .23(\sin(\lambda+\pi))(\lambda+\pi) + .23(\sin(\lambda-\pi))/(\lambda-\pi)]/\pi$</td>
</tr>
<tr>
<td>5</td>
<td>$2((\sin \lambda)/\lambda^3 - (\cos \lambda)/\lambda^2)/\pi$</td>
</tr>
<tr>
<td>6</td>
<td>$3((\sin(\lambda/4))/(\lambda/4))^{1/3}/8\pi$</td>
</tr>
<tr>
<td>7</td>
<td>$1/2hM , \quad - hM &lt; \lambda &lt; hM$</td>
</tr>
<tr>
<td>0</td>
<td>$, \quad \text{otherwise}$</td>
</tr>
</tbody>
</table>
Table 7. Moments of Spectral Window Generators.

<table>
<thead>
<tr>
<th>Identification number</th>
<th>$\int K^2(\lambda) d\lambda$</th>
<th>$\int K^3(\lambda) d\lambda$</th>
<th>$\int K^4(\lambda) d\lambda$</th>
<th>$K_0 = \frac{\int K^3(\lambda) d\lambda}{(\int K^2(\lambda) d\lambda)^2} - 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.318126</td>
<td>.075991</td>
<td>.021501</td>
<td>-.249130</td>
</tr>
<tr>
<td>2</td>
<td>.106103</td>
<td>.013932</td>
<td>.001933</td>
<td>.237542</td>
</tr>
<tr>
<td>3</td>
<td>.119366</td>
<td>.015723</td>
<td>.002182</td>
<td>.103492</td>
</tr>
<tr>
<td>4</td>
<td>.126488</td>
<td>.017946</td>
<td>.002686</td>
<td>.121681</td>
</tr>
<tr>
<td>5</td>
<td>.169764</td>
<td>.029763</td>
<td>.005527</td>
<td>.032727</td>
</tr>
<tr>
<td>6</td>
<td>.085830</td>
<td>.008419</td>
<td>.000873</td>
<td>.142832</td>
</tr>
<tr>
<td>7</td>
<td>$1/2hM$</td>
<td>$(1/2hM)^2$</td>
<td>$(1/2hM)^3$</td>
<td>0</td>
</tr>
</tbody>
</table>
In the course of his derivation Goodman made many approximations, the key one being the replacement of the spectral window by a rectangular window whose height and width were chosen appropriately (see Amos and Koopmans, 1963, pp 24-25; in this reference extensive tables are given for the distribution of \( \sqrt{\hat{W}_{jk}(\omega)} \)). As a result of the numerous approximations and heuristic derivation, Goodman's distribution has not been fully trusted (see, for example, Granger and Hatanaka, 1964, pp 80, 295; note that the distribution function and table given by Granger on page 79 of this reference, purporting to refer to \( \hat{W}_{jk}(\omega) \), actually refers to \( \sqrt{\hat{W}_{jk}(\omega)} \) due to a misuse of the tables of Amos and Koopmans (1963)). We may also quote here from Jenkins (1963, p. 272):

"...any confidence intervals for spectra should at best be regarded as rough guides because of the approximations and assumptions made in their derivation." However, Goodman's heuristic derivation has now been made rigorous by Wahba (1966), while we have in our Theorem 2 the means to examine the effect of the rectangular window assumption.

In a case of chief interest, namely, the case \( W_{jk} \equiv 0 \), Goodman's distribution becomes

\[
\begin{align*}
\text{d}P_{\hat{W}|0}(w) &= (n-1)(1-w)^{n-2}dw, \\
0 \leq w \leq 1
\end{align*}
\]

where we have made the transformation from the square root quantity to coherence as defined in Section 1.4, that is, \( \hat{W}_{jk}(\omega)/(n-1) \) has the beta distribution \( B(1,n-1) \) when \( W_{jk}(\omega) \equiv 0 \). From this distribution we derive

\[
\begin{align*}
E[\hat{W}|W=0] &= \frac{1}{n} \\
\text{Var}[\hat{W}|W=0] &= (n-1)/n^2(n+1).
\end{align*}
\]
These values agree well with those obtained in Theorem 2 for \( n \) exceeding about 5 (depending on the window used). We conclude that Goodman's rectangular window assumption has led to reasonable results, in the case \( W_{jk}(\omega) \equiv 0 \). For very small values of \( n \) further accuracy may be desired and can be obtained by taking further terms in the Taylor series expansion in Theorem 2.

It should be mentioned that a first approximation (again using, in effect, the rectangular window assumption) to the variance of the estimated coherence has been given by Jenkins (1963, p. 275); however, his definition corresponds to our \( \sqrt{\frac{W_{jk}(\omega)}{n}} \), so that no direct comparison is possible.

3.5 Testing for Zero Coherence.

The first comment that must be made in considering the application of Theorem 2 is that it can be useful only if the truncation point \( M \) is so large that

\[
\hat{r}_{jk}(\omega) = \sum_{|v| \leq M} R_{jk}(v)e^{-1iv\omega}, \quad j = 1, 2; \ k = 1, 2.
\]

This requirement applies to each of the autospectra as well as to the cross-spectrum. It is assumed that the same value of \( M \), and the same spectral window, is used for all three estimates

\[
\hat{r}_{jk}(\omega), \ \hat{r}_{jj}(\omega), \ \hat{r}_{kk}(\omega).
\]

This will as a rule be wise only if both autospectra have been pre-whitened and the cross-spectrum has been preflattened. If this has been attempted, one can test the null hypothesis that \( W_{jk}(\omega) \equiv 0 \) by means of the test statistic
\[ W_{jk} = \frac{1}{Q} \left\{ \sum_{j=1}^{Q-1} \hat{W}_{jk}(\pi j/Q) + \frac{1}{2}(\hat{W}_{jk}(0)+\hat{W}_{jk}(\pi)) \right\} \]

where \( Q + 1 \) is the number of points at which estimates have been made.

The estimates \( \hat{W}_{jk}(\pi j/Q) \) are not in general entirely independent at different frequencies. They are, however, asymptotically independent since kernels which have peaks at different frequencies almost annihilate each other on being multiplied together. For the test, which will be proposed, to be valid it is necessary that the kernels at neighboring frequencies do not overlap to any great extent; we assume that the chosen value of \( Q \) satisfies this requirement. Then according to the central limit theorem we have asymptotically

\[ \left( \frac{Q}{\text{Var}[\hat{W}_{jk}(\omega)]} \right)^{1/2} \left( W_{jk} - \mathbb{E}[\hat{W}_{jk}(\omega)] \right) \sim \mathcal{N}(0,1), \]

the effect of the different contributions from frequencies 0, \( \pm \pi \) being negligible in the limit. It should be noted that this asymptotic distribution applies when \( T/Q \to \infty \) and \( Q \to \infty \) simultaneously.

We, therefore, propose the test procedure: reject \( H_0: W_{jk}(\omega) \equiv 0 \) if

\[ W_{jk} > \frac{1}{n} - \frac{2}{n^2} K_0 + d_{\alpha}/n \sqrt{Q} \]

and accept \( H_0 \) otherwise, where \( d_{\alpha} \) is the upper one-tail \( \alpha \) percentage point of the standard normal distribution. The critical region then depends on the window \( K(\cdot) \), the number \( n \) of degrees of freedom, the number \( Q + 1 \) of estimation points, and the level of significance \( \alpha \). The factors governing the choice of the significance level, which is at the disposal of the statistician, are the same as arise in the general
classical hypothesis testing problem.

To illustrate the test procedure a pair of incoherent white noise series was generated on a computer. The estimated coherence is shown in Figure 1. The details of the test procedure are as follows.

\[
T = 200, \quad M = 40, \quad Q = 40, \quad K_0 = 0.1428 \quad \text{(Parzen window)}
\]

\[
n = 200/(40 \times 2\pi \times 0.086) = 9.4
\]

\[
\mathcal{W}_{jk} = 0.1063.
\]

Hence under the null hypothesis we have, for an observation on \( N(0,1) \), the number

\[
\left\{ 0.1063 - \left( \frac{1}{9.4} - \frac{2}{(9.4)^2} \times 0.1428 \right) \right\} \times 9.4 \times \sqrt{40}
\]

\[
= 0.1843.
\]

Therefore, the null hypothesis is not rejected.

It is no doubt true that the measure of information \( I_{jk} \) proposed by Gelfand and Yaglom and defined in Section 1.4 would provide a good test statistic for the hypothesis of zero coherence, but since its distribution is not known we have preferred the statistic \( W_{jk} \), which also seems natural and satisfactory.

It is also possible, of course, to test other null hypotheses about the true coherence; we have given the results in Theorem 2 for any values of \( W_{jk}(\omega) \) partly to enable the power of the test of \( H_0 \) against specified alternatives to be computed and partly because if a bound \( M \) on the greatest significant lag in \( R_{jj}(v), R_{kk}(v) \) and \( R_{jk}(v) \) simultaneously is known (see Section 2.1 (iii)), then prewhitening and preflattening might on some occasions be dispensed with, so that
Figure 1. Estimated Coherence $\hat{W}(\omega)$

True coherence $W(\omega) \equiv 0$
Length of series $T = 200$
Truncation point $M = 40$
Computation points $Q = 40$
non zero true values of \( \hat{W}_{jk}(\omega) \) will be of interest.

Confidence intervals could be constructed for \( \hat{W}_{jk}(\omega), -\pi \leq \omega \leq \pi \), but the difficulty of interpreting a joint confidence interval applying to all frequencies in an interval, or to all of a grid of frequencies, is so great that we regard the use of such intervals with disfavor; this is an area where research might be considered desirable, to provide a statistical tool which can be used not only in time series analysis but also in other situations calling for a joint confidence band around a large set of estimates. A forthcoming paper by Van Ness and Woodroofe (1966) contains a partial result in this direction.

3.6 Shifting the Lag Window by the Estimated Phase Derivative

The method of cross-regressive filtering may not always be the best method of estimating the cross-spectrum and coherence, for it depends on the validity of the model stated in Section 3.1. It might be of value to have a procedure which is not based on any such model.

A different approach has been suggested by Parzen (1965, pp 46-48). The idea is that, since the central problem of cross-spectral estimation arises from the possibility that the true cross-spectrum is not flat compared to the spectral window used, or, expressing this in the time domain, that there is significant cross-correlation at lags \( v \) receiving a small weight \( k(v/M) \), one would like to center the lag window \( k(v/M) \) (see Section 2.2 (ii)) at the point \( v^* \) at which \( |R_{jk}(v)| \) takes its maximum value. This will clearly be a very good procedure if all the significant relationships occur at lags close to \( v^* \). Parzen suggested as a first approximation that \( v^* \) might be taken to be the estimate of
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the derivative of the phase angle, using an argument occurring in an
electrical engineering situation (Mason and Zimmerman, 1960, p. 367).

Parzen's (and Mason and Zimmerman's) analysis is based on a
particular choice of an asymptotic expansion of a function of a complex
variable (Parzen, 1965, p. 45):

\[
f_{jk}(\lambda) = f_{kk}(\omega) G_{j;k}(\omega) \exp[-i(\varphi_{j;k}(\omega) + (\lambda-\omega) \varphi'_{j;k}(\omega))]
\]

\[
= f_{jk}(\omega) \exp[-i(\lambda-\omega) \varphi'_{j;k}(\omega)]
\]

the notation is defined in Section 1.5. The limitation of this analysis is that
this particular choice of expansion is relevant only if all
significant relationships occur at lags close to \( v^* \), for only then will
the gain be relatively constant and the phase angle the chief source of
variation of \( f_{jk}(\omega) \) with respect to \( \omega \). This situation may arise
frequently in electrical engineering and other fields, but it can hardly
be considered to be the general case. The simplest case which illustrates
our point (though this example is not chosen for realism) is

\[
X_j(t) = \varepsilon(t)
\]

\[
X_k(t) = \varepsilon(t-L) + \varepsilon(t+L)
\]

where \( \varepsilon(t) \) is white noise. In this case the phase and the phase
derivative are both identically zero, so that no shifting will improve
matters, and the bias in \( \hat{f}_{jk}(\omega) \) will be \((k(L/M)-1) \times 100\% \) which is
-100% if \( L \geq M \).

However, the idea of shifting the lag window could contain the germ
of a workable method, which we attempt to develop in the next section by
taking into account not only the most important lag \( v^* \) but all significant lags.

3.7 **Best Linear Preflattening**

In an attempt to obtain a general method of cross-spectral estimation which does not depend on the validity of the cross-regression model, we consider making a linear transformation of one of the two given series, in which the coefficients will be chosen so that the new cross-spectrum will be as flat as possible in an appropriate mean square sense. This is clearly a generalization of the shift method described in Section 3.6; in that case only one coefficient was allowed to be non-zero.

Let the series after transformation be

\[
Y_j(t) = X_j(t) \\
Y_k(t) = \sum_{s=-p}^{q} A(s) X_k(t-s).
\]

The range of \( s \) should cover all significant lags of the cross-correlation function; since we no longer have the cross-regression model, the appropriate values of \( p \) and \( q \) will have to be judged by examining a graph of \( \hat{R}_{jk}(v) \), in the absence of prior information; alternatively all lags available from the given length of the observed series could be included.

(i) **A single transformation to serve for estimation at all frequencies.**

We can attempt to make the cross-spectrum between \( Y_j(t) \) and \( Y_k(t) \) as flat as possible, in the sense that the variance is a minimum, by minimizing the quantity
\[
\phi = \frac{1}{2\pi} \int_{-\pi}^{\pi} \left| \hat{f}_{jk}^y(\lambda) - b \right|^2 d\lambda
\]

where \( b \neq 0 \) is a real constant, upon which the solution will not depend; in this section superscripts will indicate the \( X \) or the \( Y \) series.

Thus
\[
\phi = \sum_v \left( \frac{1}{2\pi} \sum_s A(s) \hat{R}_{jk}^x(v-s) k^2(v_M) \right)^2 - 2b \frac{1}{2\pi} \sum_s A(s) \hat{R}_{jk}^x(-s) + b^2.
\]

The minimum is achieved by differentiation, giving the linear system of equations
\[
\sum_{s=-p}^{q} A(s) \sum_v \hat{R}_{jk}^x(v-s) \hat{R}_{jk}^x(v-u) k^2(v_M) = 2xb \hat{R}_{jk}^x(-u).
\]

Since the solution \( A'(s) \) depends on \( b \) only to the extent of a multiplicative constant, we can take for the transformation
\[
\hat{A}(s) = A'(s)/\sum_r A'(r), \quad s = -p, \ldots, q.
\]

The preflattening transformation defined by the weights \( \{\hat{A}(s)\} \) is designed to play the role which was played by cross-regressive filtering in Section 3.1. The estimated cross-spectral density function of the \( X \) series will then be
\[
\hat{f}_{jk}^x(\omega) = \hat{f}_{jk}^y(\omega)/\sum_s A(s)e^{-is\omega}, \quad |\omega| \leq \pi.
\]

It may be noted that in the case of lagged white noise, \( X_k(t) = X_j(t-L) \), if we replace the estimated cross-covariances by their true values, \( R_{jk}^x(v) = S_{v,L} \), the solution is \( \hat{A}(u) = S_{-u,L} \) so that the indicated transformation is
\[
Y_k(t) = X_k(t+L),
\]

as expected.
As another illustration, we compute the appropriate linear transformation for the example given in Section 3.6, namely,

\[ X_j(t) = \varepsilon(t) \]
\[ X_k(t) = \varepsilon(t-L) + \varepsilon(t+L) \]

where \( \varepsilon(t) \) is white noise with variance \( \sigma^2 \). In this case

\[ R_{jk}^X(v) = \sigma^2 (\delta_{v-L} + \delta_{v+L}) \]
\[ f_{jk}^X(\omega) = \frac{\sigma^2}{\pi} \cos L\omega. \]

The linear system of equations becomes

\[ A(u) \left( k^2((u+L)/M) + k^2((u-L)/M) \right) + A(u-2L) k^2((u-L)/M) \]
\[ + A(u+2L) k^2((u+L)/M) = \left( \frac{2\pi b/\sigma^2}{\pi} \right) \delta_{|u| - L}, \quad u = -p, \ldots, q. \]

The solution will depend on the window \( k(\cdot) \) used, but the nature of the solution can be seen by replacing the window by unity. The system of equations then becomes

\[ 2A(u) + A(u-2L) + A(u+2L) = c \delta_{|u| - L}. \]

If \( L = 1 \) and \( p = q = 2 \), this becomes, in matrix form,

\[
\begin{bmatrix}
2 & 0 & 1 & 0 & 0 \\
0 & 2 & 0 & 1 & 0 \\
1 & 0 & 2 & 0 & 1 \\
0 & 1 & 0 & 2 & 0 \\
0 & 0 & 1 & 0 & 2 \\
\end{bmatrix}
\begin{bmatrix}
[ A(-2) ] \\
[ A(-1) ] \\
[ A(0) ] \\
[ A(1) ] \\
[ A(2) ] \\
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
c \\
0 \\
c \\
0 \\
\end{bmatrix}.
\]

The solution is
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\( A'(-1) = A'(1) = c/3, \quad A'(-2) = A'(0) = A'(2) = 0; \)

the general solution is therefore

\[
A(-L) = A(L) = \frac{1}{2}, \quad A(s) = 0 \quad \text{if} \quad |s| \neq L.
\]

Thus the series after transformation are

\[
Y_j(t) = X_j(t)
\]
\[
Y_k(t) = \frac{1}{2} X_k(t-L) + \frac{1}{2} X_k(t+L),
\]

from which we compute

\[
\hat{R}^Y_{jk}(v) = \left(\frac{\sigma^2}{2}\right)(\delta_{v-2L} + 2\delta_{v} + \delta_{v+2L})
\]
\[
\hat{f}^Y_{jk}(\omega) = \frac{\sigma^2}{2\pi} (1 + \cos 2L\omega).
\]

The new cross-correlation function is more favorable than the old (see Figure 2) leading to a smoother cross-spectrum (Figure 3).

(ii) A separate transformation for each frequency. To improve the estimates derived above we now restrict attention to the estimation problem at a given frequency \( \omega \). We again make a preflattening transformation of the given series, but we now improve the choice of the weights, say \( A_\omega(s) \).

The contribution to the bias in the estimate \( \hat{f}^Y_{jk}(\omega) \) resulting from all the frequencies \( \nu, -\pi \leq \nu \leq \pi \), over which the spectral window operates (see Section 2.2 (ii)) can now be minimized in a mean square sense by minimizing the quantity

\[
\Psi_\omega = \frac{1}{2\pi} \int_{-\pi}^{\pi} \left| \hat{f}^Y_{jk}(\nu) K(\omega-\nu) - b K(\omega-\nu) \right|^2 d\nu.
\]
Figure 2.
Original and Transformed Cross-covariance Function

Figure 3.
Original and Transformed Cross-spectrum
Note that frequencies \( v \) which are close to the given frequency \( \omega \) are now given more weight than those distant from \( \omega \), in accordance with the weight function \( K(\omega - v) \); this is appropriate since we desire that the spectral density be level in the region where the window is near its peak, while oscillations which are damped out by the window are not so important.

If the transformed series are now written

\[
Y_j(t) = X_j(t)
\]

\[
Y_k(t) = \sum_s A_\omega(s) X_k(t-s)
\]

we obtain in the same way as before the linear system of equations

\[
\sum_s A_\omega(s) \left\{ \sum_{v \geq v'} L_\omega(v-v') R_{jk}(v-s) \hat{R}_{jk}(v'-u) k^2 \left( \frac{v}{M} \right) \right\}
= 2\pi b_\omega \sum_v \hat{R}_{jk}(v-u) L_\omega(v) k \left( \frac{v}{M} \right),
\]

where \( L_\omega(v) = \frac{1}{2\pi} \int_{-\pi}^{\pi} K^2(\omega - \mu) \cos \nu \mu \, d\mu \). If the solution to this system is \( \{ A'_\omega(s) \} \), then we take

\[
\hat{A}_\omega(s) = A'_\omega(s)/\sum_r |A'_\omega(r)|.
\]

Again in the (trivial) case of lagged white noise we obtain the expected solution \( \hat{A}_\omega(u) = \delta_{-u,L} \); though in general the solution will depend on \( \omega \), and fairly extensive computations are required.

(iii) Separate transformations for the cospectrum and quadrature spectrum at each frequency. Instead of minimizing the mean squared modulus \( \Psi_\omega \), greater accuracy may be obtained by estimating the cospectrum and quadrature spectrum from two different transformations.
Let
\[ Y_j(t) = X_j(t) \]
\[ Y_k(t) = \sum_s A_{\omega,c}(s) X_k(t-s) \]
and let
\[ Z_j(t) = X_j(t) \]
\[ Z_k(t) = \sum_s A_{\omega,q}(s) X_k(t-s) \]
for \(|\omega| < \pi\), and define
\[ \psi_{\omega,c} = \frac{1}{2\pi} \int_{-\pi}^{\pi} \left( \text{Re} \hat{f}_{jk}(v) K(\omega-v) - b_{\omega,c} K(\omega-v) \right)^2 dv \]
\[ \psi_{\omega,q} = \frac{1}{2\pi} \int_{-\pi}^{\pi} \left( \text{Im} \hat{f}_{jk}(v) K(\omega-v) - b_{\omega,q} K(\omega-v) \right)^2 dv . \]

To minimize \( \psi_{\omega,c} \) we have the linear system of equations
\[ \sum_s A_{\omega,c}(s) \left\{ \sum_{v \geq v'} \hat{R}_{jk}(v-s) \hat{R}_{jk}(v'-u) L_{\omega,c}(v,v') \right\} \]
\[ = 2\pi b_{\omega,c} \sum_v \hat{R}_{jk}(v-u) L_{\omega,c}(v) \]
where
\[ L_{\omega,c}(v) = \frac{1}{2\pi} \int_{-\pi}^{\pi} K^2(\omega-\mu) \cos v\mu d\mu \]
and
\[ L_{\omega,c}(v,v') = \frac{1}{2\pi} \int_{-\pi}^{\pi} K^2(\omega-\mu) \cos v\mu \cos v'\mu d\mu . \]

To minimize \( \psi_{\omega,q} \), set \( A_{\omega,c}(-s^*) = 1 \), where
\[ |\hat{R}_{jk}(s^*)| = \max_s |\hat{R}_{jk}(s)| ; \]
this avoids the trivial solution \( A_{\omega,q}(s) = 0 \). Then we have the linear system
\[
\sum_{s \neq s^*} A_{\omega,q}(s) \left\{ \sum_{v \geq v'} R_{jk}^X(v-u) L_{\omega,q}(v,v') \right\}
\]

\[= 2\pi \omega, q \sum_{v \geq v'} R_{jk}^X(v-s^*) R_{jk}^X(v'-u) L_{\omega,q}(v,v') \]

where \( L_{\omega,q}(v,v') = \frac{1}{2\pi} \int_{-\pi}^{\pi} K^2(\omega-\mu) \sin v_\mu \sin v'\mu \, d\mu \).

The weights \( \hat{A}_{\omega,c}(s), \hat{A}_{\omega,q}(s) \) are obtained by normalization as before.

One now computes

\[ \hat{c}_{jk}^Y(\omega) = \text{Re} \hat{r}_{jk}^Y(\omega) \]
\[ \hat{q}_{jk}^Z(\omega) = \text{Im} \hat{r}_{jk}^Z(\omega) , \]

after which the following two equations yield estimates \( \hat{\tilde{c}}_{jk}^X(\omega), \hat{\tilde{q}}_{jk}^X(\omega)\);

these equations involve a slight generalization of the concept of the

transfer function:

\[ \hat{c}_{jk}^Y(\omega) = \sum_s \hat{A}_{\omega,c}(s) \cos ws \hat{\tilde{c}}_{jk}^X(\omega) - \sum_s \hat{A}_{\omega,q}(s) \sin ws \hat{\tilde{q}}_{jk}^X(\omega) \]
\[ \hat{q}_{jk}^Z(\omega) = \sum_s \hat{A}_{\omega,q}(s) \sin ws \hat{\tilde{c}}_{jk}^X(\omega) + \sum_s \hat{A}_{\omega,c}(s) \cos ws \hat{\tilde{q}}_{jk}^X(\omega) . \]

We have spelled out the details of this approach not because we

seriously recommend it for the given problem, but to see where the shift

method of the previous section leads when extended in an apparently

logical way.

3.8 Alternative Estimating Functions for Coherence

The application of classical and decision-theoretic doctrines to

the present problem is virtually excluded by the complexity of the
distribution of $\hat{W}(\omega)$ (see Section 3.4). In any case, the desirability of the relation

$$0 \leq \hat{W}(\omega) \leq 1$$

means that the natural estimator, which possesses this property, is unlikely to be given up readily.

It is possible that a transformation of the same nature as Fischer's transformation of the classical correlation coefficient,

$$Z = \frac{1}{2} \log\left(\frac{1+r}{1-r}\right) = \text{arc tanh } r$$

would be helpful in centering the distribution more closely about its mean value; but we will here merely mention the possible estimator

$$\hat{W} = \hat{W} - \frac{1}{n} (1-\hat{W})^2.$$ 

To order $\frac{1}{n^2}$ we have

$$E[\hat{W}] = W - \frac{2}{n} W(1-W)^2$$

$$\text{Var}[\hat{W}] = \frac{2}{n} W(1-W)^2.$$ 

The bias in $\hat{W}$ is smaller than that in $\hat{W}$ for all values of $W$ while the variance is unchanged, but $\hat{W}$ can assume negative values; of course, one could replace negative estimates by zero, but this would increase the bias and complicate the distribution theory. This situation is similar to that for the ordinary multiple correlation coefficient; see Kendall and Stuart (1961, p. 342).

We conclude that the usual estimating function
\[
\hat{w}(\omega) = \frac{|\hat{f}_{jk}(\omega)|^2}{\hat{f}_{jj}(\omega) \hat{f}_{kk}(\omega)}
\]

is on the whole preferable.

3.9 Summary of Recommended Procedure

A single procedure should probably not be laid down in advance for all problems of estimating coherence but, to the extent that this is possible, and by way of a summary, we list the following steps.

1. Eliminate non-stationarity - Section 1.2.

2. Prewiten each series by autoregressive filtering and test by examining the spectrum of the residuals (we assume that this test is satisfied) - Section 2.1 (iii).

3. Estimate the cross-regression model by stagewise least squares, using truncation points believed to be larger than the greatest significant lags (by a priori knowledge or after examining \( \hat{R}_{jk}(\nu) \)) - Section 3.1.

4. Test the fitted cross-regression model - Section 3.5.

5. If the test for the cross-regression model is satisfied, estimate the spectrum of the residuals in that model - Section 2.1 (iii), and estimate coherence by the formula in Section 3.1.

6. If the test for the cross-regression model is not satisfied, the method of best linear preflattening could be resorted to - Section 3.7.
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Coherence is the frequency domain analog of the classical correlation coefficient. In recent years investigators have become aware that the usual procedure for estimating coherence may often be seriously inadequate; in particular, low estimates have appeared in cases where the true coherence is known to be high.

A critical discussion of the usual estimates leads to the proposal of the so-called cross-regressive filter model. In spite of the naturalness of estimates of coherence obtained in this way, they have apparently not been used in the past. In testing whether the proposed model is satisfied one needs to test the hypothesis of identically zero coherence; a natural test is proposed, requiring a knowledge of the mean and variance of the estimated coherence under the null hypothesis. Approximate values of these moments are obtained in terms of the number of degrees of freedom

\[ n = 1 \left\lfloor \frac{2nM}{T} \right\rfloor \int_{-\infty}^{\infty} K^2(\lambda) d\lambda, \]

where \( T \) is the length of the two observed series, \( M \) is the truncation point beyond which cross-correlations are not computed, and \( K(\lambda) \) is the spectral window generator; together with a quantity

(abstract continued)
Mathematical Statistics
Time series analysis
Spectral analysis
Multivariate analysis
Abstract (continued)

\[
K_0 = \frac{\int_{-\infty}^{\infty} k^3(\lambda)d\lambda}{\left(\int_{-\infty}^{\infty} k^2(\lambda)d\lambda\right)^2} - 1
\]

reflecting the extent to which the spectral window departs from being rectangular.

The opportunity is also taken to derive formulae for joint moments of any order of the estimated spectra. These formulae are believed to be new. In deriving these formulae a high level of mathematical rigor has not been achieved; in particular, the behavior of several delta-like functions appearing in tandem is treated in an intuitive way. To avoid this feature one would like to work in the time domain rather than the frequency domain but this proved impracticable. The lack of rigor will not affect the application of the results, as is indicated by comparison with an approximate distribution for coherence obtained by N. Goodman assuming, among other things, a rectangular spectral window.

Finally some miscellaneous alternative procedures are briefly considered but none of these is recommended.
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