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Abstract

Motivated by problems in statistical air pollution research, we propose an estimate for the autocorrelation function for spatio-temporal variables. The estimate is meaningful for non-integer lags and for irregularly positioned data points. The statistical properties of the estimate is studied in a special case. Possible applications to air pollution modelling are briefly discussed.
1. INTRODUCTION

As is well known, observations taken in time can often be effectively analyzed using correlation (second order) properties only. This is the subject of time series analysis. Air pollution variables and related weather and health variables are usually observed both in space and in time. In the present paper we propose a technique for examining and estimating the correlation structure of spatio-temporal variables. The technique represents a generalization of a method outlined in Brillinger [4, pp. 166-169] for the time series case.

The problem of estimating the autocorrelation function for a spatio-temporal variable, an air pollutant say, differs from the ideal time series situation in at least three different respects:

1) We have multidimensional measurements.

2) The corresponding random field is usually not homogeneous-stationary.

3) We often have a sparse and irregularly positioned set of measurements, this being particularly true in space. (In the San Francisco Bay Area for example, depending on the particular air pollutant under investigation, only 16-30 measurement stations are available.)

It should be remarked that the last two points are also to a varying degree relevant in empirical time series analysis, and techniques intended to handle such departures from assumptions have
been proposed (see for example Jones [10], Brillinger [3], Akaike [1] and Box and Jenkins [5, Ch. 4]).

The problem of estimating autocorrelation structures for spatial variables has been considered before. For a theoretical treatment we refer to Brillinger [2] which assumes that observations are available everywhere in a bounded region in space. More oriented towards specific practical applications is the work done by the French school in geomathematics, notably Mathéron [11], Delfiner and Delhomme [9] and Delfiner [8]. Working with spatial variables in geology they have suggested "Kriging" (see Mathéron [11, Ch. 3]) as a viable method for spatial interpolation. The method depends crucially on the autocorrelation function, and one of the main obstacles has been to obtain good estimates for it. In this connection we refer especially to the work done by Delfiner [8]. The apparent lack of effective estimation procedures have lead to criticism of the method, Watson [17].

2. DEFINITION OF ESTIMATE

Let \( X(t) \) be a second order stationary time series with mean zero and autocorrelation function \( K(t) \) given by \( K(t) = E[X(t+s)X(s)] \). Assume that \( X(t) \) is observed at times \( t = 0,1,\ldots,M \). The conventional estimate \( \hat{K}(t) \) of \( K(t) \) is given by

\[
\hat{K}(t) = \frac{1}{M} \sum_{s=0}^{M-|t|} X(s)X(s+t).
\]  (2.1)
This estimate can be extended directly to a regular grid in space-time as

\[ \hat{K}(x,t) = \frac{1}{M \prod_{i=1}^{m} N_i} \sum_{x = (x_1, \ldots, x_m)} \sum_{y = (y_1, \ldots, y_m)} F(y + x, s + t) F(y, s) \]  

(2.2)

where \( N_\| = \prod_{i=1}^{m} N_i \), \( x = (x_1, \ldots, x_m) \), \( y = (y_1, \ldots, y_m) \) and \( N-|x| = (N_1 - |x_1|, \ldots, N_m - |x_m|) \). The quantity \( \hat{K}(x,t) \) estimates the autocorrelation function \( K(x,t) \) of a zero mean homogeneous-stationary field \( F(x,t) = F(x_1, \ldots, x_m, t) \). From our point of view the estimate \( \hat{K}(x,t) \) suffers from two weaknesses. It does not make sense if we have irregularly positioned measurements. Furthermore, in interpolation problems we need an estimate of the autocorrelation function \( K(x,t) = E[F(x+y,t+s)F(y,s)] \) for arbitrary non-integer values of \( (x,t) \), but this cannot be obtained from (2.2).

In Kriging these two problems are sought avoided by assuming a certain functional form (usually isotropic) for the autocorrelation function in continuous space and the estimation problem is reduced to an estimation of parameters characterizing this function. There are some difficulties [8] both of mathematical and statistical nature associated with this approach. Also it is unfortunate to restrict oneself to a predefined class of correlation functions, especially since there seems to be no clear-cut procedure for actually determining appropriate classes of functions from the data.

In this paper we will obtain an estimate of \( K(x,t) \) without assuming anything about its functional form. The estimate is based
on an alternative form of the time series estimate. For time series satisfying the mixing condition $\sum_{t} K(t) < \infty$ there exists a spectral density $f(\lambda)$ such that

$$K(t) = \int_{-\pi}^{\pi} \exp[i \lambda t]f(\lambda)d\lambda. \quad (2.3)$$

This suggests [4, Ch. 5.10] the possibility of estimating $K(t)$ via the spectral density as

$$\hat{K}(t) = \int_{-\pi}^{\pi} \exp[i \lambda t]\hat{f}(\lambda)d\lambda \quad (2.4)$$

where $\hat{f}(\lambda)$ is a suitable estimate of $f(\lambda)$. As demonstrated in [4, Ch. 3.6] this method of estimation may even be faster than the conventional method represented by (2.1) if Fast Fourier Transforms are used. The estimate (2.4) generalizes directly to the spatio-temporal case as

$$\hat{K}(x,t) = \int \exp[i([\mu,x] + \lambda t)]\hat{f}(\mu,\lambda)d\mu d\lambda \quad (2.5)$$

where $\mu = (\mu_1, \ldots, \mu_m)$ is a "wave-number" vector and $[\mu, x] = \sum_1^m \mu_i x_i$. Moreover, this estimate remains meaningful for arbitrary values of $(x,t)$. An estimate $\hat{f}(\mu,\lambda)$ of $f(\mu,\lambda)$ may be based on the quantity

$$d_F(\mu,\lambda) = \sum_{x_i} \sum_{t_i} F(x_i, t_i) \exp{-i([\mu, x_i] + \lambda t_i)}$$

$$\hat{K}(x_i, t_i) \quad (2.6)$$

which makes sense also for irregularly positioned observations $(x_i, t_i)$. As might be expected, the theoretical properties of $\hat{K}(x,t)$ are difficult to establish in the general case. We have been able to do so only if the observations are taken on a grid with a certain proportion of the observations missing.
What we are really interested in is the autocorrelation function $K(x,t)$ of the underlying random field in continuous space-time. Assume that $F(x,t)$ as considered in continuous space-time has a spectral density $g(\mu,\lambda)$ such that

$$K(x,t) = \int_{-\infty}^{\infty} \exp\{i(\mu x + \lambda t)\} g(\mu,\lambda) \, d\mu d\lambda \quad . \quad (2.7)$$

Suppose that we sample the field at regular grid locations $(x_i,t_i)$ in space and time and let us use the notation $k_j = x_j - x_{j-1}$ and $h = t_i - t_{i-1}$, $j = 1, \ldots, m$ for the grid constants in space and time.

Consider the spectral estimate

$$I(\mu,\lambda) = \frac{1}{MN(2\pi)^{m+1}} \left| \sum_{y} \sum_{s} F(y,sh) \exp\{-i(\mu y + \lambda sh)\} \right|^2 \quad (2.8)$$

where $y_k = (y_1k_1, \ldots, y_mk_m)$ and $[\mu, y_k] = \sum_{i} \mu_i y_{ki}$. Using standard arguments involving $(m+1)$-dimensional Dirac delta functions we obtain asymptotically (as $N$ and $M \to \infty$) that

$$E[I(\mu,\lambda)] \to \sum_{j} \sum_{t} g(\mu + \frac{2\pi j}{k}, \lambda + \frac{2\pi t}{h}) \Delta f(\mu,\lambda)$$

$$for \quad -\frac{\pi}{k} \leq \mu \leq \frac{\pi}{k} \quad and \quad -\frac{\pi}{h} \leq \lambda \leq \frac{\pi}{h} \quad (2.9)$$

where $j = (j_1, \ldots, j_m)$ is a vector of integers and where the summation is over $j_i = 0, \pm 1, \pm \ldots$ and $t = 0, \pm 1, \pm \ldots$, and where (2.9) serves as a defining equation for $f(\mu,\lambda)$. Unless the field $F(x,t)$ is bandlimited in both $\mu$ and $\lambda$ to $-\pi/k \leq \mu \leq \pi/k$ and $-\pi/h \leq \lambda \leq \pi/h$, the estimate $I(\mu,\lambda)$ has an asymptotic bias $g(\mu,\lambda) - f(\mu,\lambda)$ due to aliasing.
From (2.7) and (2.9) we have that for lags corresponding to
grid coordinates

\[ K(x_k, \lambda) = \int_{-\pi/k}^{\pi/k} \int_{-\pi/h}^{\pi/h} f(\mu, \lambda) \exp\{i([\mu, x_k] + \lambda t)\} d\mu d\lambda \quad (2.10) \]

for \( x = (x_1, \ldots, x_m) \) and \( t \) integer valued. This relation means that we
will be able to obtain good estimates of \( K \) from \( I(\mu, \lambda) \) at grid
coordinate lags even if the corresponding spectral estimates are
biased. In fact, it will be demonstrated in Section 3 that using
\( I(\mu, \lambda) \) one can obtain an asymptotically unbiased and consistent
estimate of the quantity

\[ \int_{-\pi/k}^{\pi/k} \int_{-\pi/h}^{\pi/h} f(\mu, \lambda) \exp\{i([\mu, x] + \lambda t)\} d\mu d\lambda \quad (2.11) \]

for arbitrary values \( x \) and \( t \). Unfortunately, however, for values of
\( x \) and \( t \) other than grid coordinate lags the expression in (2.11) is no
longer equal to \( K(x, t) \). Actually, it is not difficult to show that
(2.11) is identical to

\[ \sum_{j} \sum_{s} \exp\{-i(\frac{2\pi j}{k}, x) + \frac{2\pi}{h} st\} \]

\[ \int_{-\pi/k}^{(2j+1)\pi/k} \int_{-\pi/h}^{(2s+1)\pi/h} g(\mu, \lambda) \exp\{i([\mu, x] + \lambda t)\} d\mu d\lambda \quad (2.12) \]

giving rise to a bias in the estimation of \( K(x, t) \).
3. PROPERTIES OF ESTIMATE IN A SPECIAL CASE

In this section we will suppress the time dependence and write \( F(x) \) and \( K(x) \) instead of \( F(x,t) \) and \( K(x,t) \). Moreover, we will assume that the grid constants \( k_i, i = 1, \ldots, m \) are all equal to unity. This simplifies notation and does not imply a loss in generality, since for the theory considered here the time coordinate and the space coordinates are treated in exactly the same way, and we can always transform to a coordinate system where \( (k_1, \ldots, k_m) = (1, \ldots, 1) \). We will consider the case where observations are taken on a regular grid, but where observations are allowed to be missing. More precisely, if \( N_i \) is the number of grid locations in the \( x_i \)-direction with \( N_i = \prod_i N_i \) and if \( S = S(N) \) is the number of observations actually taken, it will be assumed that

\[
N_{\Pi} - S = O(N_{\Pi}^{1-\beta}) \tag{3.1}
\]

for \( 0 < \beta < 1 \) as \( N_i \to \infty \), \( i = 1, \ldots, m \). Here \( A(N) = O(B(N)) \) means that the ratio \( A(N)/B(N) \) stays finite as \( N_i \to \infty \).

We will study a general \( r \)-dimensional homogeneous vector field \( \{F_a(x)\} a = 1, \ldots, r \). This is done partly because it will make it easier to extend the theory to estimation of cross correlations, but also because consistency of the autocorrelation function estimate results as a special case of the more general theory. Following [4, p. 91] we introduce tapering functions \( h_a(x) \), \( a = 1, \ldots, r \) which are bounded, vanish outside the unit cube \( I = \{x : 0 \leq x_k < 1\} \) and satisfy a Lipschitz condition, i.e.,
\[ |h_a(x) - h_a(y)| \leq C_a \sum_{i=1}^{m} |x_i - y_i| \]  

(3.2)

for a constant \( C_a \). The condition (3.2) may be weakened to a condition requiring bounded variation in some appropriate sense. (See [12, p. 169] and [7] for possible definitions of bounded variation for multivariable functions.) However, this will not be done here since it leads to technical complications and since the Lipschitz condition is fulfilled for the class of functions of interest to us.

We use the notation \( h_{a}^{(\mathcal{N})}(x) \) for \( h_{a}(x/N) \) where \( x/N = (x_1/N_1, \ldots, x_m/N_m) \). Moreover, \( H_{a_1 \ldots a_k}^{(\mathcal{N})}(\mu) \) and \( H_{a_1 \ldots a_k}(\mu) \) are defined by

\[
H_{a_1 \ldots a_k}^{(\mathcal{N})}(\mu) = \sum_{x} \left( \prod_{j=1}^{k} h_{a_j}(x/N) \right) \exp\{-i[\mu, x]\} \tag{3.3}
\]

and

\[
H_{a_1 \ldots a_k}(\mu) = \int_{\mathbb{R}^m} \left( \prod_{j=1}^{k} h_{a_j}(x) \right) \exp\{-i[\mu, x]\} dx \tag{3.4}
\]

Finally, the functions \( b_a(x) \), \( a = 1, \ldots, r \) will be used to describe the missing observations. We let \( b_a(x) = 1 \) if an observation of \( F_a(x) \) exists at the grid location \( x \), \( b_a(x) = 0 \) otherwise. The missing observations cannot be included in the functions \( h_a(x) \), since using \( h_a^{(\mathcal{N})}(x) \) it would imply that the locations of missing observations vary with \( N \). For ease of notation we assume that (3.1) holds for all \( a \) with the same \( \beta \).

The following lemma corresponds to Lemma P.4.1 of [4].

**Lemma 3.1:** If the functions \( h_a(x) \), \( a = 1, \ldots, r \) satisfy the above
stated conditions, then there exist finite constants $L_1$ and $L_2$ such that

$$\left| \sum_{x} a_k b(x) h^{(N)}(x) \prod_{i=1}^{k-1} (b(x+y_i) h^{(N)}(x+y_i)) \exp \{-i[H^{(N)}(\mu)] - H^{(N)}(x+y_i)\} - h^{(N)}(\mu) \right|$$

$$\leq L_1 \sum_{i=1}^{k-1} |y_i| + L_2 \sum_{x} a_k b(x) \prod_{i=1}^{k-1} a_i (x+y_i) - 1|$$

(3.5)

where for $y_i = (y_{i,1}, \ldots, y_{i,m})$, $|y_i|$ is defined by $|y_i| = \sum_{j=1}^{m} |y_{i,j}|$.

**Proof:** Using (3.3) and the boundedness of the functions $h^{(N)}$, it follows that the expression on the left hand side of the inequality sign in (3.5) is

$$\leq L \sum_{x} a_k \prod_{i=1}^{k-1} b(x) a_i h^{(N)}(x+y_i) - \prod_{i=1}^{k-1} h^{(N)}(x) + \prod_{i=1}^{k-1} h^{(N)}(x+y_i) + \cdots$$

$$+ \left( \prod_{i=1}^{k-1} h^{(N)}(x) \right) \prod_{i=2}^{k-1} h^{(N)}(x+y_i) - \prod_{i=1}^{k-1} h^{(N)}(x)$$

$$\leq L \sum_{x} a_k \prod_{i=1}^{k-1} b(x) \prod_{i=1}^{k-1} a_i (x+y_i) \left[ b_k(x) \prod_{i=1}^{k-1} b_i (x+y_i) - 1 \right]$$

$$+ L' \sum_{x} a_k \prod_{i=1}^{k-1} h^{(N)}(x+y_i) - h^{(N)}(x)$$
and the proof is now completed using the boundedness of
\[ \prod_{i=1}^{k-1} h_a^{(N)}(x+y_i) \] and the condition (3.2) for \( h_a(x/N) = h_a^{(N)}(x) \).

In analogy with (2.6) let us define the tapered version of
\[ d_F^{(N)}(\mu, \lambda) \] as
\[ d_F^{(N)}(\mu) = \sum_x h_a(x) h_a(x/N) F_a(x) \exp\{-i[\mu, x]\} \quad (3.6) \]
and let us use the notation \( \text{cum}\{d_F^{(N)}(\mu_1), \ldots, d_F^{(N)}(\mu_k)\} \) for the kth order joint cumulant of these quantities. Let \( a_{a_1} \ldots a_k(x_1, \ldots, x_{k-1}) \) be the kth order cumulant of \( F_{a_j}(x) \), \( j = 1, \ldots, k \) and let
\[ f_{a_1} \ldots a_k^{(\mu_1, \ldots, \mu_{k-1})} \]
\[ = \sum_{x_1} \ldots \sum_{x_{k-1}} \exp \left\{ -i \sum_{j=1}^{k-1} \left[ \mu_j, x_j \right] \right\} K_{a_1} \ldots a_k(x_1, \ldots, x_{k-1}) \quad (3.7) \]
be the corresponding joint cumulant spectrum. We assume that
\[ \sum_{x_1} \ldots \sum_{x_{k-1}} (1 + |x_j|)|K_{a_1} \ldots a_k(x_1, \ldots, x_{k-1})| < \infty \quad (3.8) \]
for \( j = 1, \ldots, k-1 \). In the following proof the summation in (3.6) will go from \(-N_i\) to \( N_i\) for \( i = 1, \ldots, m\).

**Lemma 3.2:** Assume that conditions (3.1) and (3.8) are satisfied.

Then
\[
\sum_{d_{F,a_1}^{(N)}(\mu_1), \ldots, d_{F,a_k}^{(N)}(\mu_k)}
\]
\[
= 2\pi^{m(k-1)} H_{a_1 \ldots a_k}^{(N)} \left( \sum_{j=1}^{k} \mu_j \right) \int_{a_1 \ldots a_k}^{(\mu_1, \ldots, \mu_{k-1})} \exp \left\{ \sum_{j=1}^{k-1} \Sigma \frac{1}{\Sigma} [\mu_j, x_j] \right\} \left| K_{a_1 \ldots a_k} (x_1, \ldots, x_{k-1}) \right|
\]

Proof: Proceeding as in the proof of Lemma P.4.2 of [4] and using Lemma 3.1, the cumulant can be written
\[
(2\pi)^{m(k-1)} H_{a_1 \ldots a_k}^{(N)} \left( \sum_{j=1}^{k} \mu_j \right) \int_{a_1 \ldots a_k}^{(\mu_1, \ldots, \mu_{k-1})} \exp \left\{ \sum_{j=1}^{k-1} \Sigma \frac{1}{\Sigma} [\mu_j, x_j] \right\} \left| K_{a_1 \ldots a_k} (x_1, \ldots, x_{k-1}) \right|
\]

where
\[
|\epsilon^{(1)}_N| \leq L_1 \left| \left| K_{a_1 \ldots a_k} (x_1, \ldots, x_{k-1}) \right| \left| K_{a_1 \ldots a_k} (x_1, \ldots, x_{k-1}) \right| \right|
\]
and
\[
|\epsilon^{(2)}_N| \leq L_2 \left| \left| K_{a_1 \ldots a_k} (y_1, \ldots, y_{k-1}) \right| \left| K_{a_1 \ldots a_k} (y_1, \ldots, y_{k-1}) \right| \right|
\]

and the lemma follows using (3.1), (3.7), and (3.8).

Consider now a single series \( F(x) \). Corresponding to (2.8) we define \( I^{(N)}(\mu) \) as
\[
I^{(N)}(\mu) = \frac{1}{(2\pi)^{mN}} \left| \sum_{y} F(y) b(y) \exp[-i [\mu,y]] \right|^2
\]
(3.9)
Corollary 3.1: Assume that the covariance function $K$ of $F$ is such that $\Sigma xK(x) < \infty$ and that (3.1) is fulfilled. Then as $N_{\Pi} \to \infty$

\[ E[I^{(N)}(\mu)] = f(\mu) + O(N_{\Pi}^{-\beta}) \quad (3.10) \]

where $f(\mu)$ is the spectral density of $F(x)$.

Proof: Since $F(x)$ is assumed to have zero mean

\[ E[I^{(N)}(\mu)] = (2\pi)^{-m} N_{\Pi}^{-1} \sum \{ d_F^{(N)}(\mu), d_F^{(N)}(-\mu) \} . \]

For the tapering function $h(x)$ given by

\[ h(x) = \begin{cases} 1 & \text{for } 0 \leq x < 1 \\ 0 & \text{otherwise} \end{cases} \]

we have $H^{(N)}(0) = N_{\Pi}$ and (3.10) follows from Lemma 3.2. \|

We note that the corollary can be generalized to a spatial series with a non-zero mean; see the corresponding Theorem 5.2.2 in [4]. Now let $A_j(\mu), j = 1, \ldots, L$ be bounded functions satisfying the Lipschitz condition (3.2) (again this can be relaxed to include bounded variation in some appropriate sense) and following [4, p. 166] define $J(A_j)$ and $J^{(N)}(A_j)$ by

\[ J(A_j) = \int A_j(\mu) f(\mu) d\mu \quad (3.11) \]

and

\[ J^{(N)}(A_j) = \frac{(2\pi)^m}{N_{\Pi}} \sum \frac{x}{m} A_j \left( \frac{2\pi x}{N} \right) I^{(N)} \left( \frac{2\pi x}{N} \right) . \quad (3.12) \]

We need a strengthened version of assumption (3.8). Denote by $K_k(x_1, \ldots, x_{k-1})$ the $k$th order cumulant of $F$. It will be assumed
that cumulants of all orders exist for \( F \) and that
\[
\sum_{\mathbf{x}_1} \sum_{\mathbf{x}_{k-1}} (1 + |\mathbf{x}_j|) |K_k(\mathbf{x}_1, \ldots, \mathbf{x}_{k-1})| < \infty \quad (3.13)
\]
for \( j = 1, \ldots, k-1 \) and \( k = 2, 3, \ldots \). The following theorem extends Theorem 5.10.1 of [4] to the case of spatial series with observations missing according to (3.1).

**Theorem 3.1:** Under the assumptions (3.1) and (3.13) we have
\[
E[J^{(N)}(A_j)] = \frac{(2\pi)^m}{N} \sum_{\mathbf{x}} A_j \left( \frac{2\pi \mathbf{x}}{N} \right) f \left( \frac{2\pi \mathbf{x}}{N} \right) + O(N^{-\beta})
\]
\[
= \int A_j(\mu) f(\mu) \, d\mu + O(N^{-\beta}).
\]

Furthermore
\[
\text{cov}(J^{(N)}(A_j), J^{(N)}(A_k)) = 0(N^{-1})
\]
and \( J^{(N)}(A_j), j = 1, \ldots, L \) are asymptotically jointly normal.

**Proof:** This theorem is proved using Lemma 3.2 and the obvious multidimensional generalizations of the arguments in [4, p. 417].

Considering the special function \( A(\mu, \lambda) = \exp(i(\mu, \lambda) + \lambda t) \) it is clear how Theorem 3.1 can be used to obtain an estimate of the quantity defined in (2.11). In fact the desired estimate is given by
\[
\hat{K}(\mathbf{x}, t) = \frac{1}{h_{M, N}} \sum_{y=-N}^{M} \sum_{s=-M}^{M} \exp\{i(\frac{\mathbf{y} \mathbf{v}}{r N}, x) + \frac{\pi s}{h M} t)\} I \left( \frac{\mathbf{y} \mathbf{v}}{r N}, \frac{\pi s}{h M} \right)
\]
where \( I(\mu, \lambda) \) is defined as in (3.9). From Theorem 3.1 it follows that
\( \hat{K}(x,t) \) gives an unbiased and consistent estimate of the integral in (2.11). This integral, as discussed in Section 2, equals the auto-correlation function \( K(x,t) \) for lags corresponding to grid intervals.

4. DISCUSSION

We will discuss in this section some of the potential advantages as well as disadvantages of the estimation method outlined in this paper.

The first objection to the method concerns the homogeneity-stationarity assumption. For example, it is well known that this assumption does not hold for air pollution data, but even in such situations homogeneous-stationary models may be useful for pilot studies from which more realistic models can be obtained (compare [5, Ch. 4]).

The observation points in space very often are not located on a grid even if we allow some of the grid locations to be missing. As an illustration, we refer to Figure 1 which shows a map of air pollution monitoring stations in the San Francisco Bay Area. It is obvious that with a spatial arrangement as in Figure 1, only a very crude approximation to the model studied in Section 3 is obtained. So even though the estimation formulas (2.5) and (2.6) remain meaningful, the statistical properties of the corresponding estimates are uncertain. The situation in time domain is usually better. Most of the pollutants in the Bay Area for example are measured at regular time intervals and the percentage of missing observations is small, so the
Fig. 1. Geographical distribution of 24 Bay Area air pollution monitoring stations.
assumption (3.1) may be quite reasonable here. To be able to evaluate the exact properties of a more realistic model in the spatial domain, we need an estimation theory which allows observations to be off grid points. Possible starting points might be [1] or [3].

In practice although the formulas (2.5) and (2.6) are meaningful in the non-grid case, one still has to determine reasonable wavenumber/frequency integration limits in (2.11). From (2.11) it is seen that for a regular grid these are in fact related to the grid constants k and h. Conceivably integration limits could therefore be determined by measuring typical distances between observation points. Alternatively, Capon [6], one could study the spatial measurement point response function given by

$$h(\mu) = \left| \sum_{x_i} \exp\{-i [\mu, x_i] \} \right|^2$$  \hspace{1cm} (4.1)

($x_i$ are the coordinates of the $i$th measurement point) and use a typical distance from the main spectral peak at $\mu = (0,0)$ to major secondary peaks.

Another major disadvantage of the proposed estimation method is that it is computationally very slow for a moderately large net of irregularly positioned measurement points. This is because in this case the Fast Fourier Transformation cannot be used for the evaluation of (2.6).

On the other hand, the proposed estimate should have some advantages. Contrary to what is done in Kriging, it does not assume a functional form for the autocorrelation function and is thus avoiding
the element of arbitrariness involved in choosing a proper class of functions. Its main advantage, however, is its generality. In the same way as Theorem 3.1 represents an extension of Theorem 5.10.1 of [4], we could establish a spatio-temporal estimation procedure for cross correlation functions having properties analogous to those given in Theorem 7.6.1 of [4] in the time series case. We consider this fact to be of some importance since it would render feasible a study of linear relations in space and time between several spatio-temporal variables. One possible application could for example be in relating air pollution variables to health.

Our last proposed application has to do with parametric representation of spatio-temporal series, in particular those series \( F(x,t) \) which can be approximately represented by autoregressive schemes

\[
\Sigma \Sigma a(y,s) F(x-y, t-s) = Z(x,t) \quad (4.3)
\]

where \( Z(x,t) \) is a spatio-temporal white series, i.e.,

\[
E[Z(x,t)Z(y,s)] = k\delta(x-y, t-s).
\]

Such series are discussed from a theoretical point of view in [14], and in [15] we have given several examples of the actual fitting of such series to simulated data. The coefficients \( a(y,s) \) describe the correlation structure of the series and as in the one-dimensional case, [13] and [16], should be useful for feature extraction and information compressing purposes. In particular, collection of coefficients \( a(y,s) \) may be useful for recognizing and even forecasting extreme air pollution situations. Although the series (4.2) is defined on a regular grid, this is not
critical when it comes to the estimation of coefficients $a(y,s)$. These are computed [14] from Yule Walker type of equations which require the estimated autocorrelation function only on a grid, and this can be achieved from irregularly positioned measurements using the estimation procedure of Section 2. However, the statistical properties of the estimated coefficients remain to be investigated in the non-grid situation.
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