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1. Introduction and summary.

In [2], we considered the following problem: given a random sample
of \( N \) observations from the joint normal distribution of \( q \) predic-
cands and \( p \) predictors and an additional independent observation on the
predictors, to predict the corresponding value of the predictands, when
the loss function is the conditional mean square of the distance between
the predicted and the actual values in the metric of the residual covari-
ance matrix, given the sample of \( N \) observations. Relations between
the prediction problem and the problem of estimating the regression
coefficients were discussed. The present paper treats the problem of
estimating the regression coefficients in the special case of one pre-
dictor variable (\( p=1 \)). In Section 2 the problem is stated formally;
in Section 3 we obtain a class of estimators, each of which is better
than the maximum likelihood estimator (MLE) for \( q \geq 3 \); and in Section
4 we prove that the MLE is admissible for estimating the regression
coefficients when \( q = 2 \) and the means of the variables are known.

* This work was supported in part under Contract Nonr-4259(08) (NR-042-034)
at Columbia University and Contract Nonr-225(52) (NR-342-022) at Stanford
University.
2. The problem.

We consider a sample of \( N \) independent observations \( \begin{pmatrix} Y_k \\ X_k \end{pmatrix}, k = 1, \ldots, N, \)
where \( Y_k \) is a \( q \)-vector, \( X_k \) is a scalar, and \( \begin{pmatrix} Y_k \\ X_k \end{pmatrix} \) is normally distributed with mean

\[
(2.1) \quad \mu = \begin{pmatrix} \mu_Y \\ \mu_X \end{pmatrix}
\]

and covariance matrix

\[
(2.2) \quad \Sigma^* = \begin{pmatrix} \Sigma_Y & \Sigma_{YX} \\ \Sigma_{XY} & \Sigma_X \end{pmatrix}.
\]

The regression function is

\[
\rho(x_k) = E[Y_k \mid X_k = x_k] = \alpha + \beta' X_k,
\]
where \( \beta' \) is a column vector of \( q \) components (This notation is used to provide compatibility with [2].) given by

\[
(2.3) \quad \beta = \frac{\Sigma_{XY}}{\Sigma_X},
\]

and the \( q \)-vector

\[
(2.4) \quad \alpha = \mu_Y - \beta' \mu_X.
\]

The \( q \times q \) conditional covariance matrix (residual covariance matrix) of \( Y_k \) given \( X_k \) is

\[
(2.5) \quad \Sigma = \Sigma_Y - \frac{\Sigma_{YX} \Sigma_{XY}'}{\Sigma_X}.
\]

(We assume \( \Sigma \) is nonsingular; this holds if \( \Sigma^* \) is nonsingular.)

Thus the conditional distribution of \( Y_k \), given \( X_k = x_k \), is

\[
\mathcal{N}(\alpha + \beta' x_k', \Sigma).
\]
We consider the problem of estimating $\beta$ when the loss function is

$$(2.6) \quad \text{tr} \Sigma_X(\hat{\beta}-\beta)\Sigma^{-1}(\hat{\beta}-\beta)'$$

and the problem of estimating $(\alpha, \beta)$ when the loss function is

$$(2.7) \quad [(\hat{\alpha}-\alpha)+(\hat{\beta}-\beta)\mu_\beta] \Sigma^{-1}[(\hat{\alpha}-\alpha)+(\hat{\beta}-\beta)\mu_\beta] + \text{tr} \Sigma_X(\hat{\beta}-\beta)\Sigma^{-1}(\hat{\beta}-\beta)' ,$$

which was shown to be a natural loss function in Section 2 of [2].

Define the statistics

$$(2.8) \quad \overline{Y} = \sum_{k=1}^{N} Y_k/N$$

and

$$(2.9) \quad \overline{X} = \sum_{k=1}^{N} X_k/N ,$$

$$(2.10) \quad T = \sum_{k=1}^{N} (Y_k-\overline{Y})(Y_k-\overline{Y})' ,$$

$$(2.11) \quad U = \sum_{k=1}^{N} (X_k-\overline{X})(X_k-\overline{X})' ,$$

and

$$(2.12) \quad V = \sum_{k=1}^{N} (X_k-\overline{X})^2 .$$

The MLE's are: for $\beta$,

$$(2.13) \quad b = U/V ;$$

for $\alpha$,

$$(2.14) \quad a = \overline{Y}-b'\overline{X} ;$$
for $\Sigma^*$,

$$\Sigma^* = \frac{1}{N} \begin{pmatrix} T & U' \\ U & V \end{pmatrix} .$$

and for $\Sigma, S/N$, where

$$S = T - U'U/V = T - b'b/V .$$

If $\mu_Y$ and $\mu_X$ are known, then $T, U$ and $V$ are redefined by replacing $\bar{Y}$ by $\mu_Y$ and $\bar{X}$ by $\mu_X$.

3. Estimators better than the MLE.

Theorem 1. For estimating $\beta$ when the loss function is (2.6) and $q \geq 3$, each of the estimators

$$\tilde{b}' = [1-a(n)/bS^{-1}b']b'$$

dominates the MLE, $b$, where $a(n)$ is any constant between 0 and $2(q-2)/(n-q+3)$, $n$ being the number of degrees of freedom associated with $S$.

Remark. $n = N-1$ if $\mu$ is known and $N-2$ otherwise.

Proof. Consider first the problem of estimating $\theta$ when the data are the $q$-vector $Z$, which is $\mathcal{L}(\theta, \Sigma)$, and $S$, which is distributed according to the Wishart distribution $\mathcal{W}(\Sigma, n)$ and independent of $Z$, and the loss function is $(\hat{\theta} - \theta')S^{-1}(\hat{\theta} - \theta)$. James and Stein [1] showed that the estimators

$$\varphi(Z, S) = [1-a(n)/Z'S^{-1}Z]Z ,$$

where $a(n)$ is any constant between 0 and $2(q-2)/(n-q+3)$, dominate $Z$. That is, they proved that, for all $(\theta, \Sigma)$,
(3.3) \[ E_{\theta, \Sigma} [\varphi(Z, S) - \theta]' \Sigma^{-1} [\varphi(Z, S) - \theta] \leq E_{\theta, \Sigma} (Z - \theta)' \Sigma^{-1} (Z - \theta). \]

Note that, given \( V, b' \) is \( \mathcal{W}(b', \Sigma/V) \) and \( S = T - bVb' \) is \( \mathcal{W}(\Sigma, n) \) and independent of \( b' \). Thus, under the change of variables

\[ \theta = \sqrt{b'}, \; Z = \sqrt{b'}, \]

(3.3) becomes

\[ E_{\Sigma^*}[\varphi(\sqrt{b'}, S)|\theta = \sqrt{b'}, S = \sqrt{b'}]|\Sigma] \leq E_{\Sigma^*}[\varphi(\sqrt{b'}, S)|\theta = \sqrt{b'}, S = \sqrt{b'}]|\Sigma], \]

for all \( \beta, \Sigma^* \). Multiplying both sides by \( \Sigma^{-1} \) and taking the expectation with respect to \( V \) gives

\[ E_{\Sigma^*}[\Sigma^{-1}(\sqrt{b'}, S)|\theta = \sqrt{b'}, S = \sqrt{b'}]|\Sigma] \leq E_{\Sigma^*}[\Sigma^{-1}(\sqrt{b'}, S)|\theta = \sqrt{b'}, S = \sqrt{b'}]|\Sigma], \]

for all \( \Sigma^* \). But \( \sqrt{b'} \varphi(\sqrt{b'}, S) \) is just \( \tilde{b}' \), and the theorem is proved.

The risk of \( \varphi \) is shown in [1] to be

\[ (3.4) \quad q - 2[a(n)]n(q-2)\tau + [a(n)]^2 n(n+2)\tau, \]

where \( \tau = E[(q-2+2k)^{-1}] \), \( k \) being a Poisson r.v. with parameter \( \theta' \Sigma^{-1} \theta/2 \).

Since \( \theta' \Sigma^{-1} \theta/2 \geq \Omega \theta' \Sigma^{-1} \theta/2 \), denote (3.4) by \( f(a, V) \). The function \( f(a, V) \) is a quadratic in \( a(n) \) and is minimized for all parameter values by setting \( a = a_o \), where \( a_o = (q-2)/(n-q+3) \). Thus \( f(a_o, V) \leq f(a, V) \), for all \( V \). From the proof of Theorem 1 we see that the risk of \( \tilde{b}' \)
is $E[(\Sigma_X/V)f(a,V)]$; consequently the choice $a = a_0$ minimizes the risk of $\tilde{b}$ for all parameter values.

Next we obtain upper and lower bounds for the risk of $\tilde{b}$. Using the fact that a quadratic $ax^2 + bx + c$ with $a > 0$ has a minimum of $c-b^2/4a$, we obtain $f(a_0,V) = q-[n(q-2)^2/(n+2)]\tau$. Thus the risk of $\tilde{b}$ when $a = a_0$ is

$$R(\tilde{b}; \Sigma^*) = E_{\Sigma^*}[\Sigma_X f(a_0,V)/V] = E_{\Sigma^*}[\Sigma_X (q-[n(q-2)^2/(n+2)]\tau)/V]$$

$$= q\Sigma_X E_{\Sigma^*}(V^{-1})\Sigma_X [n(q-2)^2/(n+2)]E_{\Sigma^*}[\tau/V].$$

Let $m$ be the number of degrees of freedom of $V$, which is $\Sigma_X$ times a chi-square r.v. ($m = N$ if $\mu$ is known and $N-1$ otherwise.) According to [3], we have $E(V^{-1}) = \Sigma_X/(m-2)$; hence

$$R(\tilde{b}; \Sigma^*) = \frac{q}{(m-2)\Sigma_X [n(q-2)^2/(n+2)]E_{\Sigma^*}[\tau/V]}.$$

The minimum risk is attained when $\beta = 0$ and is

$$q/(m-2)\Sigma_X [n(q-2)^2/(n+2)]E_{\Sigma^*}[1/(q-2)\Sigma^*] = [q-n(q-2)/(n+2)]/(m-2).$$

An upper bound for the risk is obtained as follows. Since $(q-2+2K)^{-1}$ is a convex function of $K$, we have, applying Jensen's inequality

$$\tau = E[(q-2+2K)^{-1}] \geq [(q-2+2E(K))^{-1} = [(q-2) + 2E[\beta^{-1}\beta']]^{-1}.$$ 

Thus

$$f(a_0,V) \leq q-[n(q-2)^2/(n+2)][(q-2)+2E[\beta^{-1}\beta']]^{-1} = f_1(V),$$

say, and this gives
\[ R(\hat{b}; \Sigma^*) \leq E_{\Sigma^*}[\Sigma^* f_1(V)/V] \]
\[ = q/(m-2) - \Sigma^*[n(q-2)^2/(n+2)]E_{\Sigma^*}[V(q-2)^2 + V^2 \beta \Sigma^{-1} \beta']^{-1} . \]

Since \((V(q-2)^2 + V^2 \beta \Sigma^{-1} \beta')^{-1}\) is a convex function of \(V\), we have, again applying Jensen's inequality,

\[(3.6) \quad R(\tilde{b}; \Sigma^*) \leq q/(m-2) - \Sigma^*[n(q-2)^2/(n+2)][(q-2)E(V) + \beta \Sigma^{-1} \beta' E(V^2)]^{-1} \]
\[ = q/(m-2) - [n(q-2)^2/(n+2)][(q-2)m + \Sigma^* \beta \Sigma^{-1} \beta' m(m+2)]^{-1} , \]

where we have used the fact that \(E(V^2) = \Sigma^2 X m(m+2)\). Note that the right hand side of (3.6) increases to \(q/(m-2)\) as \(\Sigma^* \beta \Sigma^{-1} \beta' \to \infty\). The quantity \(q/(m-2)\) is the risk of the MLE, for

\[ R(b; \Sigma^*) = E_{\Sigma^*}(b-\beta)\Sigma^{-1}(b-\beta)' \]
\[ = E_{\Sigma^*}((\Sigma^*/V)E_{\Sigma^*}[V(b-\beta)\Sigma^{-1}(b-\beta)' | V]) \]
\[ = E_{\Sigma^*}((\Sigma^*/V)E_{\theta, \Sigma}[(Z-\theta)\Sigma^{-1}(Z-\theta)] \]
\[ = q\Sigma^* E(V^{-1}) \]
\[ = q/(m-2) . \]

To obtain an estimator that is better than the MLE for estimating \((\alpha, \beta')\) we apply the theorem of Section 3 of [2]. The estimator \(\tilde{b}'\) is invariant under the transformations \((Y', X_k) \to (Y'K', MX_k)\), \(K\) non-singular, \(M \neq 0\), which operate transitively on the spaces of \(\Sigma^* X\) and \(\Sigma\). This proves
Theorem 2. The estimator \((\bar{Y} - \tilde{b}'\bar{X}, \tilde{b})\) dominates the MLE, \((a, b)\), for estimating \((a, \beta)\) when the loss function is (2.7).

One may obtain bounds for the risk of this estimator by applying formula (3.14) of [2] and expressions (3.5) and (3.6).

4. A case in which the MLE is admissible.

In [3] it was shown that for the univariate regression problem with the means of the predictands and predictors known, the MLE for \(\beta\) is admissible when \(p = 1\) or \(2\), and inadmissible when \(p \geq 3\). In a similar way we obtain an admissibility result for the present problem when \(q = 2\).

Theorem 3. When \(q = 2\), \(N \geq 5\), and the mean \((E(Y_k), E(X_k)) = (\mu_Y, \mu_X)\) is known, the MLE, \(b\), is admissible for estimating \(\beta\) with the loss function (2.6).

The proof is accomplished by applying a general result due to Stein (see lemma 2 of [3]), which we restate here:

**Lemma.** Let \(\mathcal{B}\) be the \(\sigma\)-algebra of all Borel subsets of the two-dimensional real coordinate space \(\mathbb{R}^2\) and \(\mathcal{G}\) a \(\sigma\)-algebra of subsets of a set \(\mathcal{Y}\). Let \(\mu\) be Lebesgue measure on \(\mathcal{B}\) and \(\nu\) a probability measure on \(\mathcal{G}\). Let \(f\) be a non-negative-valued \(\mathcal{B}\mathcal{G}\) measurable function on \(\mathbb{R}^2 \times \mathcal{Y}\) such that

\[
(4.1) \quad \int f(x,y)dx = 1, \text{ for all } y,
\]

\[
(4.2) \quad \int xf(x,y)dx = 0, \quad i = 1,2, \text{ for all } y,
\]
and

\[(4.3) \quad \int d\nu(y) \left[ \int (x'x)^{1+\epsilon} f(x,y) dx \right]^2 < \infty, \]

for some \( \epsilon > 0 \), where \( dx = d\mu(x) \). Then, if we observe \((X,Y)\) distributed so that, for some unknown \( \xi \), \((X-\xi,Y)\) has probability density \( f(x,y) \) with respect to \( \mu \nu \), the estimator \( \hat{\xi} \) is an admissible estimator of \( \xi \) with loss function

\[(4.4) \quad (\hat{\xi} - \xi)' A (\hat{\xi} - \xi), \]

for any constant positive semidefinite matrix \( A \).

**Remark.** \((4.2)\) states

\[(4.5) \quad \mathbb{E}[X-\xi | Y] = 0 \]

and \((4.3)\) states

\[(4.6) \quad \mathbb{E}E^2[((X-\xi)'(X-\xi))^{1+\epsilon} | Y] < \infty. \]

**Proof of Theorem 3.** Since \( \mu_Y \) and \( \mu_X \) are known, the sufficient statistic is the triplet \((b',V,S)\). To apply the lemma, take \( X = b' \), \( \xi = \beta' \), and \( Y = (V,S) \); take \( A = \Sigma_X^{-1} \Sigma^{-1} \) so that \((4.4)\) becomes \((2.6)\).

Given \( V, b' \) is \( \mathcal{N}(\beta', V^{-1} \Sigma) \); the statistic \( V \) is \( \Sigma_X^2 \); \( S \) is \( \mathcal{W}(\Sigma, N-1) \) and independent of \( b' \) and \( V \). The density \( f(x,y) \) is the conditional density of \( X | \xi = b', \beta' \) given \((V,S) = y \). Since \( \Sigma \) is independent of \( b' \) and \( V \), this is the conditional density of \( b' - \beta' \) given \( V \), which is \( \mathcal{N}(0, V^{-1} \Sigma) \). First suppose that \( \Sigma \) and \( \Sigma_X \) are known. Then \( f(x,y) \) and \( V \) are specified, the conditions \((4.1)\) and \((4.2)\) are met.
It remains to show that condition (4.6) is satisfied. Define \( U^* = U - V \beta \). Then we have \((X - \xi)' = b - \beta = V^{-1}U - \beta = V^{-1}U^*\), and

\[(X - \xi)'(X - \xi) = U^*U^*/V^2.\]

The finiteness of the left-hand side of (4.6) does not depend upon the values of \( \Sigma \) and \( \Sigma_X \); we assume \( \Sigma = I \) and \( \Sigma_X = 1 \). Then the conditional distribution of \( U^* \) given \( V \) is \( \mathcal{N}(0, VI) \) and that of \( U^*/V^{1/2} \) is \( \mathcal{N}(0, I) \), so that the conditional distribution of \( W = U^*U^*/V \) is \( \chi_2^2 \). Since this conditional distribution does not depend upon \( V \), it is also the unconditional distribution. The statistic \( U^*U^*/V^2 = \bar{w}/V \). We have, for any fixed \( \epsilon > 0 \),

\[
E^2[(\bar{w}/V)^{1+\epsilon}/V] = E^2(\bar{w}^{1+\epsilon}/V)/V^{2+2\epsilon} \\
= E^2(\bar{w}^{1+\epsilon})/V^{2+2\epsilon} \\
= E^2[(\chi_2^2)^{1+\epsilon}]/V^{2+2\epsilon} \\
\leq MV^{-2-2\epsilon}
\]

where \( 0 < E^2[(\chi_2^2)^{1+\epsilon}] < M \). Thus

\[
E(E^2[(U^*U^*/V^2)^{1+\epsilon}/V]) \leq ME(V^{-2-2\epsilon}) \\
= ME[(\chi_2^2)^{-2-2\epsilon}] \\
= M \int_0^\infty x^{N/2-1-2-2\epsilon} e^{-x/2} \, dx,
\]

which is finite for \( N/2-1-2-2\epsilon > -1 \), that is, for \( N \geq 5 \), if \( \epsilon < \frac{1}{4} \).

This proves that the MLE is admissible if \( \Sigma_X \) and \( \Sigma \) are known; consequently, it is also admissible when they are unknown. (An estimator admissible over each set of a partition of the parameter space is admissible.)
Strictly speaking, we have demonstrated only the admissibility of the MLE in the class of estimators which depend on the sufficient statistic, for we have taken \((b', (\nu, S))\) as the basic observation. However, by the complete class theorem of Section 4 of [2], these estimators constitute a complete class, so the MLE is admissible in the class of all estimators.
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