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Introduction

In this paper we will consider some techniques of formal Bayes estimation and apply them to the estimation of components of variance in the one way layout random effects model of the analysis of variance. In particular, we will consider the following problem in canonical form: we observe

\[ \bar{Y} \sim \mathcal{N}(\mu, (\sigma_e^2 + J\sigma_a^2)/IJ), \quad S_1 \sim \sigma_e^2 \chi^2_{I(J-1)} \text{, and} \quad S_2 \sim (\sigma_e^2 + J\sigma_a^2)\chi^2_{I-1} \]

where \( I \) and \( J \) are positive integers (the number of treatments and replications respectively), \( \mu \) is real, and \( \sigma_e \) and \( \sigma_a \) are positive. We want to find estimates for \( \sigma_e \) and \( \sigma_a \) using essentially mean squared error as a measure of performance.

The problem of estimating \( \sigma_a \) and \( \sigma_e \) is not new, and minimum variance unbiased estimates and maximum likelihood estimates are well known. However, one can look for improvements; and in the estimation of \( \sigma_a \) a special problem arises: the unbiased estimate may be negative and the maximum likelihood estimate may be exactly zero. This particular problem has been considered recently by a number of investigators (see, for example, Scheffe (1961) and Thompson (1962)) and various interpretations for such estimates have been suggested. However, in problems where estimates are really desired, use of such estimators seems to me to be unacceptable. To solve this problem we will consider the use of formal Bayes estimators (i.e. Bayes estimators versus priors which are not necessarily finite), which will be strictly positive. We will show that certain formal Bayes estimators both of \( \sigma_a \) and \( \sigma_e \) have good
mean squared error properties and can be seriously recommended.

Considerations of \( \sigma_e \) and \( \sigma_a \) from Bayesian viewpoint have
been recently presented by Box and Tiao (1967), Hill (1965), Stone
and Springer (1965), and Tiao and Tan (1965). Tiao and Tan and other
authors have used the prior \( \frac{\sigma_e}{\sigma_e + J \sigma_a} \) and computed the posterior distri-
butions directly. We will see here that using an invariant loss function
with normalizing constant \( \frac{1}{(\sigma_e + J \sigma_a)^2} \) and computing the Bayes estimator
is the same as computing the posterior mean with respect to the prior
\( \frac{1}{(\sigma_e + J \sigma_a)^3} \). Thus, one should actually consider posterior distributions
with respect to the prior \( \frac{1}{(\sigma_e + J \sigma_a)^3} \) instead of \( \frac{1}{\sigma_e + J \sigma_a} \) if one wants
the posterior distribution to be properly centered. That is, using an
invariant prior in problems that are not truly invariant might very well
lead to erroneous conclusions.

The techniques used here are special cases of more general consider-
ations applicable whenever the statistical problem is invariant under a
group of transformations which does not act transitively on the parameter
space (i.e. in problems where there is not a unique best invariant
procedure). The analysis of variance problem considered here is easily
seen to be invariant under location and scale changes (if invariant
loss functions are used); that is, under transformations on the parameter
space \((\mu, \sigma_e, \sigma_a) - \infty < \mu < \infty, \sigma_e > 0, \sigma_a > 0\) described by

\[ \mu \to a \mu + b, \quad \sigma_e \to a^2 \sigma_e, \quad \sigma_a \to a^2 \sigma_a. \]

However, here invariance only reduces the parameter space to the range
of the maximal invariant which we will take to be \( \gamma = \frac{\sigma_e}{\sigma_e + J \sigma_a} \). In
general, any invariant procedure will have a risk function which is a function only of the maximal invariant (in our case, the risk will be a function of $\gamma$). Thus, we can assume that there is a prior distribution on the space of the maximal invariant and ask for the invariant procedure minimizing the expected risk under the assumed prior distribution. Zidek (1967) shows that such Bayes invariant procedures are actually formal Bayes procedures with respect to a prior measure constructed from the assumed prior and right Haar measure on the group. In chapters 2 and 3 we will consider such formal Bayes estimators of $\sigma_0$ and $\sigma_a$ and will describe some reasonable optimality properties like admissibility (in certain classes) and minimaxity. In chapter 1 we give a general multi-parameter admissibility theorem which we later apply. This theorem gives sufficient conditions for admissibility and seems to be particularly applicable in proving admissibility of these Bayes invariant estimators when the group is one dimensional.

We conclude by giving some numerical calculations of mean squared errors of the formal Bayes estimators, and comparing them with values calculated by Klotz and Milton (1967). These tables should clarify the behavior of the formal Bayes estimators and should justify my recommendation of them.
Chapter 1

A Sufficient Condition for Admissibility

The proofs in this section are only slight generalizations of the work of Stein (1965) and Zidek (1967). Lemma 1.1 has been known for some time and is essentially the necessary and sufficient condition for admissibility of Stein (1955). The proof of lemma 1.2 essentially appears in Stein (1959) and that of lemma 1.3 is closely related to work in Zidek (1967). The proof in theorem 1.1 comes from Stein (1965) and Zidek (1967). Although the methods of proof are known, the result of theorem 1.1 appears to be new and as useful as such admissibility results can be. The proofs are presented for the sake of completeness.

Lemma 1.1 can be formulated in a general decision theoretic framework: there are measurable spaces $\mathcal{X}$, the observation space, $\mathcal{R}_\gamma$, the parameter space, and $\mathcal{A}$, the action space. We assume there is a jointly measurable loss function, $L: \mathcal{R} \times \mathcal{A} \rightarrow [0, \infty]$, and densities $p: \mathcal{X} \times \mathcal{R} \rightarrow [0, \infty)$ satisfying

\begin{equation}
\int p_\theta(x) d\mu(x) = 1 \quad \text{for all } x \in \mathcal{X}
\end{equation}

where $\mu$ is a $\sigma$-finite measure on $\mathcal{X}$. We consider non-randomized decision rules $\phi: \mathcal{X} \rightarrow \mathcal{A}$ measurable, and define the risk of $\phi$ to be

\begin{equation}
R(\phi, \theta) = \int L(\theta, \phi(x)) p_\theta(x) d\mu(x)
\end{equation}

The decision rule, $\phi$, is said to be admissible if there is no decision rule $\phi^*$ such that
(1.3) \[ R(\varphi^*, \theta) \leq R(\varphi, \theta) \text{ for all } \theta \]

with strict inequality for some \( \theta_0 \). If \( \parallel \) is a measure on \( \mathcal{G}_\varphi \), a rule, \( \varphi \), is said to be almost admissible with respect to \( \parallel \) if there is no \( \varphi^* \) for which (1.3) holds, with strict inequality on a set of positive \( \parallel \) measure. We will later assume that the loss function \( L \) is strictly convex. It will follow that the restriction to non-randomized decision rules is legitimate; and that, under conditions, every almost admissible rule is admissible.

Lemma 1.1. Let \( \parallel \) be a \( \sigma \)-finite measure on \( \mathcal{G}_\varphi \) and let \( \varphi_0 \) be an arbitrary decision rule. Let \( \mathcal{C} \subset \mathcal{G}_\varphi \) be a countable covering of \( \mathcal{G} \) by sets with finite \( \parallel \) measure. If for every \( C \in \mathcal{C} \) and every \( \epsilon > 0 \) there is a function \( f: \mathcal{G} \to [0, \infty) \) satisfying (1.4), (1.5), and (1.6) below then \( \varphi_0 \) is almost admissible with respect to \( \parallel \):

(1.4) \[ f(\theta) \geq 1 \text{ for } \theta \in C \]

(1.5) \[ \int R(\varphi_0, \theta)f(\theta)d\parallel(\theta) < \infty \]

(1.6) \[ K(f) = \inf_{\varphi} \int R(\varphi, \theta)f(\theta)d\parallel(\theta) < \epsilon \]

Proof: Suppose the contrary; that is, suppose there is \( \varphi^* \) such that (1.3) holds with strict inequality on a set of positive \( \parallel \)-measure. In particular, there is a set \( A \subset \mathcal{G} \) such that \( \parallel(A) > 0 \) and

(1.7) \[ R(\varphi_0, \theta) - R(\varphi^*, \theta) \geq b_1 > 0 \text{ for } \theta \in A. \]

Choose \( C_0 \in \mathcal{C} \) such that \( \parallel(C_0 \cap A) = b_2 > 0 \) and choose \( \epsilon_0 = b_1 b_2 \). Then for any \( f \) satisfying (1.4) (for \( C_0 \)) and (1.5),
\[(1.8) \quad \int R(\varphi, \theta) f(\theta) d\Pi(\theta) - \inf_\varphi \int R(\varphi, \theta) f(\theta) d\Pi(\theta) \\
\quad \geq \int [R(\varphi, \theta) - R(\varphi^*, \theta)] f(\theta) d\Pi(\theta) \\
\quad \geq \int [\Pi(\varphi, \theta) - \Pi(\varphi^*, \theta)] f(\theta) d\Pi(\theta) \\
\quad \geq b_1 \Pi(C_0 \cap A) = b_1 b_2 = \epsilon_0 .
\]

That is (1.6) cannot hold for this \( \epsilon_0 \); and, hence, the lemma follows by contradiction.

We now make the following specializations: Let \( A = R \) and let

\[(1.9) \quad L(\theta, a) = v(\theta)(a - g(\theta))^2
\]

where \( g: \mathcal{X} \rightarrow R \) and \( v: \mathcal{X} \rightarrow (0, \infty) \). It follows that we can restrict ourselves to non-randomized decision rules (see Ferguson (1967), p. 78). Furthermore, if for given \( \Pi \) we assume that

\[(1.10) \quad p_\theta(x) > 0 \quad \text{for all} \ x \in \mathcal{X} \ \text{and all} \ \theta \in \mathcal{X}
\]

then the following proof shows that an almost admissible rule is admissible:

Suppose \( \varphi_0 \) is inadmissible and that \( \varphi^* \) is better. By strict convexity of \( L \),

\[(1.11) \quad L(\theta, \frac{1}{2}\varphi_0(x) + \frac{1}{2}\varphi^*(x)) \leq \frac{1}{2}L(\theta, \varphi_0(x)) + \frac{1}{2}L(\theta, \varphi^*(x))
\]

with strict inequality on a set of positive measure under some \( p_{\theta_0} \); hence, by (1.10), on a set of positive measure under each \( p_\theta \). Therefore integrating (1.11) with respect to \( p_\theta d\mu \),
\[(1.12) \quad R\left(\frac{1}{2}\varphi_0 + \frac{1}{2}\varphi^*, \theta\right) < \frac{1}{2}R(\varphi_0, \theta) + \frac{1}{2}R(\varphi^*, \theta) \leq R(\varphi_0, \theta).\]

That is, \(\frac{1}{2}\varphi_0 + \frac{1}{2}\varphi^*\) has uniformly smaller risk than \(\varphi_0\); which implies that \(\varphi_0\) is not almost admissible with respect to any non-zero measure.

Furthermore, the specialization \((1.9)\) implies that
\[
\inf_{\varphi} \int R(\varphi, \theta)f(\theta)d\|\theta\| = \inf_{\varphi} \int \frac{\int \varphi(\theta)g(\theta)p_\theta(x)f(\theta)d\theta}{\int \varphi(\theta)p_\theta(x)f(\theta)d\theta}\|\theta\|
\]
whenever the numerator and denominator are finite almost everywhere \((\mu)\). (Note: if the denominator vanishes, so does the numerator.)

**Lemma 1.2.** Let \(\|\) be a \(\sigma\)-finite measure on \(\mathcal{B}_\Theta\). If \((1.5)\) holds and \(f: \Theta \to [0, \infty)\) is such that \(\varphi_{f,\|}\) is given by \((1.13)\), then (for \(K(f)\) defined in \((1.6)\)),
\[
(1.14) \quad K(f) = \delta_{\mu}(x) \frac{\int (\varphi_0(x) - g(\theta'))v(\theta')p_{\theta'}(x)f(\theta')d\|\theta')}{\int \varphi(\theta)p_{\theta}(x)f(\theta)d\|\theta)}.
\]

Proof: We have, using \((1.9)\) in \((1.6)\) and Fubini's theorem,
\[
(1.15) \quad K(f) = \int f(\theta)[\int \varphi_0(x)p_{\theta}(x)v(\theta)[(\varphi_0(x) - g(\theta))^2 - (\varphi_{f,\|}(x) - g(\theta))^2]d\|\theta)]
\]
\[
- \int \delta_{\mu}(x)f_{\theta}(x)v(\theta)[(\varphi_0(x) - g(\theta))^2 - (\varphi_{f,\|}(x) - g(\theta))^2]d\|\theta]
\]
\[
= \int \delta_{\mu}(x)f_{\theta}(x)v(\theta)[(\varphi_0(x) - \varphi_{f,\|}(x))^2 - 2(\varphi_0(x) - \varphi_{f,\|}(x))\theta(x) - g(\theta) - \varphi_{f,\|}(x)]d\|\theta)
\]
\[
= \int \delta_{\mu}(x)f_{\theta}(x)v(\theta)[(\varphi_0(x) - \varphi_{f,\|}(x))^2d\|\theta)
\]
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since the cross-product term vanishes by definition of $\Phi$. Therefore, using (1.13)

$$\tag{1.16} K(x) = \int \phi(x) \exp \left( \frac{\int (\phi(x) - g(x')) \nu(x') \mathbb{P}_{\theta'}(x) \nu(\theta') d\nu(\theta')} {\int \nu(x') \mathbb{P}_{\theta'}(x) \nu(\theta') d\nu(\theta')} \right)^2$$

from which the result follows. $\|\$

Now let $\mathcal{Y} = (\theta, \bar{\theta}) \times \mathcal{F}_0$ where $(\theta, \bar{\theta})$ is an interval (not necessarily finite) on the real line and $(\mathcal{F}_0, \mathcal{F}_0)$ is a measurable space. Consider a prior $\sigma$-finite measure $\nu$ on $\mathcal{F}$ of the form

$$\tag{1.17} d\nu(\theta) = \pi(\theta_1, \theta_2) d\nu(\theta_2) d\theta_1$$

where $\nu$ is a $\sigma$-finite measure on $\mathcal{F}_0$. Let $\Phi_0 = \Phi_\|\| \Phi_\mathcal{F}$ and define, for $\theta_1 \in (\theta, \bar{\theta})$ and $x \in \mathcal{X}$,

$$\tag{1.18} h_1(\theta_1, x) = \int_{\mathcal{F}_0} (\phi(x) - g(\theta_1', \theta_2')) \mathbb{P}(\theta_1', \theta_2')(x) \nu(\theta_1', \theta_2') \pi(\theta_1', \theta_2') d\nu(\theta_2') d\theta_1'$$

$$\tag{1.19} h_2(\theta_1, x) = \int_{\mathcal{F}_0} \mathbb{P}(\theta_1, \theta_2)(x) \nu(\theta_1, \theta_2) \pi(\theta_1, \theta_2) d\nu(\theta_2)$$

$$\tag{1.20} \lambda(\theta_1) = \int_{\mathcal{F}_0} \mathbb{E}(\theta_1, \theta_2) \left( \frac{h_1(\theta_1, x)}{h_2(\theta_1, x)} \right)^2 \nu(\theta_1, \theta_2) d\nu(\theta_2)$$.

**Lemma 1.3.** Suppose lemma 1.2 holds and suppose

$$\tag{1.21} h_2(\theta_1, x) > 0 \text{ for all } x \in \mathcal{X}, \ \theta \in (\theta, \bar{\theta})$$,

$$\tag{1.22} \lambda(\theta_1) \text{ is a continuous function on } (\theta, \bar{\theta}),$$

$$\tag{1.23} f(\theta_1, \theta_2) \text{ is a function of } \theta_1 \text{ alone, is continuous,}$$

and is differentiable except at a finite number of points in $(\theta, \bar{\theta})$. 
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Then, letting $q(\theta_1) = \sqrt{f(\theta_1, \theta_2)}$ ($q'(\theta_1)$ denotes the derivative)

\begin{equation}
K(f) \leq \frac{4}{\theta} \lambda(\theta_1)[q'(\theta_1)]^2 d\theta_1 .
\end{equation}

\textbf{Proof:} Evaluate the numerator, $N$, of the integrand in (1.14):

\begin{equation}
N = \int_\theta \left[ \int_0^\theta \left( \varphi(x) - g(\theta_1, \theta_2) \right) \nu(\theta_1, \theta_2) \pi(\theta_1, \theta_2) d\nu(\theta_2) \right] c^2(\theta_1) d\theta_1
\end{equation}

\begin{align*}
&= 2 \int_\theta h_1(\theta_1, x) q(\theta_1) q'(\theta_1) d\theta_1
\end{align*}

where we have integrated by parts; note that $h_1(\theta, x) = 0$ by definition of $\varphi(x)$ and $h(\theta, x) = 0$ by integrability conditions. Continuing and using Schwarz inequality,

\begin{equation}
N = 2 \int_\theta \frac{h_1(\theta_1, x)}{h_2(\theta_1, x)} q'(\theta_1) q(\theta_1) h_2(\theta_1, x) d\theta_1
\end{equation}

\begin{equation}
N^2 \leq 4 \left[ \frac{h_1(\theta_1, x)}{h_2(\theta_1, x)} \right]^2 [q'(\theta_1)]^2 h_2(\theta_1, x) d\theta_1 \left[ \frac{q^2(\theta_1)}{h_2(\theta_1, x)} h_2(\theta_1, x) d\theta_1 \right]
\end{equation}

\begin{align*}
&= 4 \int_\theta \left[ \frac{h_1(\theta_1, x)}{h_2(\theta_1, x)} \right]^2 \left[ q'(\theta_1) \right]^2 \nu(\theta_1, \theta_2) \pi(\theta_1, \theta_2) d\nu(\theta_2) d\theta_1
\end{align*}

\begin{align*}
&\times \int_\theta \left[ \frac{p(\theta_1, \theta_2)}{\nu(\theta_1, \theta_2)} \right]^2 \nu(\theta_1, \theta_2) \pi(\theta_1, \theta_2) d\nu(\theta_2) d\theta_1
\end{align*}

Therefore, inserting (1.27) in (1.14) and interchanging orders of integration, we get the desired result. ||

Before going to theorem 1.1, note that (1.10) implies that

$h_2(\theta_1, x) > 0$ for all $\theta_1 \in (\underline{\theta}, \theta)$ and all $x \in \mathfrak{X}$. Also recall that condition (1.10) implies that any rule almost admissible with respect to $\parallel$ is admissible.
We first summarize sufficient conditions for lemma 1.3 to hold:

\[(1.28) \quad d\Pi(\theta) = d\Pi(\theta_1, \theta_2) = \pi(\theta_1, \theta_2) d\nu(\theta_2) d\theta_1\]

\[(1.29) \quad \varphi_\Pi(x) = \frac{\int \nu(\theta) g(\theta) p_\theta(x) d\Pi(\theta)}{\int \nu(\theta) p_\theta(x) d\Pi(\theta)}\]

(the numerator and denominator being finite)

\[(1.30) \quad P(\theta_1, \theta_2)(x) > 0 \quad \text{for all} \quad \theta_1 \in (\theta, \overline{\theta}), \theta_2 \in \mathcal{F}_0, x \in \mathcal{X}\]

\[(1.31) \quad \lambda(\theta_1) \quad \text{is a continuous function of} \quad \theta_1 \quad \text{on} \quad (\theta, \overline{\theta})\]

\[(1.32) \quad f(\theta) = f(\theta_1, \theta_2) \quad \text{is a function of} \quad \theta_1 \quad \text{alone. It is continuous and differentiable except at a finite number of points on} \quad (\theta, \overline{\theta}).\]

**Theorem 1.1.** Suppose (1.28), (1.29), (1.30) and (1.31) hold.

Suppose further that for every compact sub-interval \([a_0, b_0] \subset (\theta, \overline{\theta})\)

\[(1.33) \quad \int_{a_0}^{b_0} \int_{\mathcal{F}_0} R(\varphi_\Pi, (\theta_1, \theta_2)) \pi(\theta_1, \theta_2) d\nu(\theta_2) d\theta_1 < \infty\]

and, also, that for every \(c \in (\theta, \overline{\theta})\) conditions (A) and (B) hold:

(A) if

\[(1.34) \quad \int_c^\overline{\theta} \int_{\mathcal{F}_0} R(\varphi_\Pi, (\theta_1, \theta_2)) \pi(\theta_1, \theta_2) d\nu(\theta_2) d\theta_1 = \infty,\]

then

\[(1.35) \quad \int_{\theta}^{c} \frac{d\theta_1}{\lambda(\theta_1)} = \infty.\]

(B) if

\[(1.36) \quad \int_{\theta}^{c} \int_{\mathcal{F}_0} R(\varphi_\Pi, (\theta_1, \theta_2)) \pi(\theta_1, \theta_2) d\nu(\theta_2) d\theta_1 = \infty,\]
then

\[(1.37) \quad \int_{\theta}^{c} \frac{d\theta}{\lambda(\theta)} = \infty.\]

Then \(\Phi\) is admissible.

Proof: We will apply lemma 1.1 with \(\mathcal{C} = \{[a_n, b_n] \times \mathcal{C}_0 : [a_n, b_n] \text{ a compact interval, } a_n \downarrow \theta, b_n \uparrow \theta \text{ as } n \to \infty\}. \) Let \(C = [a, b] \times \mathcal{C}_0 \in \mathcal{C}\) and let \(\epsilon > 0\) be given. In terms of \(a, b,\) and \(\epsilon\) we will construct a function \(f(\theta_1)\) satisfying the conditions for lemma 1.1. By lemma 1.3, it is sufficient to define \(q(\theta_1) = \sqrt{f(\theta_1)}\) so that

\[(1.38) \quad 4\int_{\theta}^{b} \lambda(\theta_1)[q'(\theta_1)]^2 d\theta_1 = 4\int_{\theta}^{a} \lambda(\theta_1)[q'(\theta_1)]^2 d\theta_1 + \int_{a}^{b} \lambda(\theta_1)[q'(\theta_1)]^2 d\theta_1 + \int_{b}^{\theta} \lambda(\theta_1)[q'(\theta_1)]^2 d\theta_1 < \epsilon\]

and so that (1.4) and (1.5) hold. First define \(q(\theta_1) = 1\) for \(\theta_1 \in [a, b].\) Then condition (1.4) holds and the middle integral in (1.38) is zero. We will now define \(q\) on \((b, \theta);\) its construction on \((\theta, a)\) will be entirely similar. First if

\[(1.39) \quad \int_{b}^{\theta} \int_{\mathcal{C}_0} R(\Phi, (\theta_1, \theta_2)) \pi(\theta_1, \theta_2) d\nu(\theta_2) d\theta_1 < \infty\]

then we can define \(q(\theta_1) = 1\) for \(\theta_1 \in (b, \theta)\) and satisfy all desired conditions here. Otherwise, define \(q(\theta_1)\) by

\[(1.40) \quad q(\theta_1) = \begin{cases} 1 - \frac{y}{K} & 0 \leq y \leq K \\ 0 & \text{otherwise} \end{cases}\]

where \(y\) is a function of \(\theta_1\) defined for \(\theta_1 > b\) by
(1.41) \[ y = \int_{b}^{\theta} \frac{d\theta_1}{\lambda(\theta_1)} \]

and \( K > \frac{8}{\epsilon} \). Because of condition (1.39), condition (A) implies that \( y \) goes monotonically from 0 to \( \infty \) as \( \theta_1 \) goes from \( b \) to \( \bar{\theta} \). So \( q \) is defined on all of \((b, \bar{\theta})\), vanishes at some \( b^* < \bar{\theta} \) and is differentiable (since \( \lambda \) is continuous). Furthermore

(1.42) \[ \frac{dy}{d\theta_1} = \frac{1}{\lambda(\theta_1)}. \]

Therefore,

(1.43) \[ q'(\theta_1) = \begin{cases} -\frac{1}{K\lambda(\theta_1)} & 0 \leq y \leq K \\ 0 & \text{otherwise} \end{cases} \]

and \( q \) is differentiable except perhaps at \( \theta_1 = b \) and \( y = K \). Now, changing variables from \( \theta_1 \) to \( y \) in (1.38)

(1.44) \[ \int_{b}^{\theta_1} \lambda(\theta_1)[q'(\theta_1)]^2 d\theta_1 = \int_{0}^{K} \left(-\frac{1}{K\lambda(\theta_1)}\right)^2 \lambda(\theta_1) \frac{d\theta_1}{dy} dy = \frac{1}{K^2} \int_{0}^{K} dy = \frac{1}{K} \leq \frac{\epsilon}{8}. \]

Therefore, the integral over \((b, \bar{\theta})\) in (1.38) is less than \( \frac{\epsilon}{2} \).

Furthermore, \( q(\theta_1) \) vanishes for \( \theta_1 \geq b^* \) and is bounded above by 1. So, by (1.33),

(1.45) \[ \int_{b}^{\theta_1} R(\varphi, (\theta_1, \theta_2)) \pi(\theta_1, \theta_2) [q^2(\theta_1)] dv(\theta_2) d\theta_1 \]

\[ \leq \int_{b}^{b^*} R(\varphi, (\theta_1, \theta_2)) \pi(\theta_1, \theta_2) dv(\theta_2) d\theta_1 < \infty. \]

Thus, defining \( q(\theta_1) \) similarly on \((\theta, a)\), we see that \( f(\theta_1) = q^2(\theta_1) \) satisfies the desired conditions for lemma 1.1. Admissibility follows from the remarks just before theorem 1.1 using condition (1.30).
Chapter 2

Estimation of the "Between" Component of Variance
in a Random Effects Analysis of Variance Model

2.1 The Basic Problem

We now apply theorem 1.1 to the estimation of the components of variance in the one way random effects model (Model II) in analysis of variance. In particular we consider the following statistical problem in canonical form: we observe

\[(2.1.1) \quad \bar{Y} \sim \mathcal{N}(\mu, (\sigma_e^2 + J\sigma_a^2)/IJ), S_1 \sim \sigma_e^2 X^2_{I(J-1)}, S_2 \sim (\sigma_e^2 + J\sigma_a^2)X^2_{I-1}\]

where \(\mu\) is real, \(\sigma_e > 0, \sigma_a > 0\) and \(I\) and \(J\) are positive integers. We wish to estimate \(\sigma_a\) with loss proportional to squared error; and we will consider formal Bayes estimators, which are known to be strictly positive.

Throughout this chapter we will consider primarily location and scale invariant procedures; that is, estimators not depending on \(\bar{Y}\). Although the work of Stein (1965a) indicates that such procedures are likely to be inadmissible and Zacks (1968) shows that location and scale invariant estimates of \(\sigma_e\) are, in fact, inadmissible, we know that consideration of \(\bar{Y}\) can not lead to substantial improvements (\(\bar{Y}\) can contribute at most one additional degree of freedom). Furthermore, the estimators considered here can be expressed in the form of tabulated functions; and this could not be done if we did not restrict ourselves to location and scale invariant estimators.
2.2. A Class of Formal Bayes Estimators Admissible

in the Class of Location Invariant Estimators

Consider the reduced problem where we observe

\[(2.2.1) \quad S_1 \sim \sigma_e \chi^2_{I-1} \quad \text{and} \quad S_2 \sim (\sigma_e + J\sigma_a) \chi^2_{I-1}.\]

For ease in integrating we will use the following parameterization:

\[(2.2.2) \quad \alpha = \frac{1}{2\sigma_e}, \quad \beta = \frac{1}{2(\sigma_e + J\sigma_a)}, \quad \gamma = \frac{\beta}{\alpha}.

Then the densities of $S_1$ and $S_2$ become

\[(2.2.3) \quad p(\alpha, \beta)(S_1, S_2) = \alpha^{\frac{1}{2}(I-1)} \beta^{\frac{1}{2}(I-1)} e^{-\alpha S_1 - \beta S_2} \quad \gamma^\frac{1}{2}(I-1) e^{-\gamma(S_1 + \gamma S_2)}

with respect to the measure $\mu$ given by

\[(2.2.4) \quad d\mu(S_1, S_2) = S_1^{\frac{1}{2}(I-1)} S_2^{\frac{1}{2}(I-1)} dS_1 dS_2.

We take the parameter space to be

\[(2.2.5) \quad \Omega = \{ (\alpha, \gamma) : 0 < \alpha < \infty, 0 < \gamma < 1 \}.

We wish to estimate $\sigma_a = \frac{1}{2J\alpha\gamma} - 1$; so we take the loss function

\[(2.2.6) \quad L(\alpha, \gamma, \varphi) = \alpha^2 \gamma^2 (\varphi - \frac{1}{2J\alpha\gamma} - 1)^2.

Then the problem is invariant under scale changes; that is, under the transformations

\[(2.2.7) \quad S_1 \rightarrow \frac{1}{c} S_1, \quad S_2 \rightarrow \frac{1}{c} S_2; \quad \alpha \rightarrow c\alpha,
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for \( c > 0 \). Thus, we can think of \( \alpha \) as a scale parameter and of \( \gamma \) as a parameter indexing the orbits. Zidek's result then indicates that we can find Bayes scale invariant procedures by considering prior measures with densities of the form \( \frac{1}{\alpha^c} \gamma^d \). For ease of computation, we will take for the prior density

\[
(2.2.8) \quad \pi(\alpha, \gamma) = \alpha^a \gamma^b
\]

(with respect to Lebesgue measure restricted to \( \gamma \)) and we will calculate the Bayes rules \( \Phi_n = \Phi(a, b) \). We expect (from Zidek's result) that \( \Phi(a, b) \) should be reasonable (in this reduced problem) for \( a = -1 \) (the invariant Haar measure) and \( b > -1 \).

We will use (1.13) to calculate \( \Phi(a, b) \). First note that (with \( v(\alpha, \gamma) \) denoting \( \alpha^c \gamma^d \))

\[
(2.2.9) \quad p(\alpha, \gamma)(s_1, s_2)\pi(\alpha, \gamma)v(\alpha, \gamma) \propto \alpha^c \gamma^d e^{-\alpha(s_1 + s_2)}
\]

where

\[
(2.2.10) \quad c = \frac{1}{2}(IJ - 1) + a + 2, \quad d = \frac{1}{2}(I - 1) + b + 2.
\]

Then, \( \Phi(a, b) \), the Bayes rule versus \( \Pi \), is given by

\[
(2.2.11) \quad \Phi(a, b)(s_1, s_2) = \frac{\int_0^{\frac{1}{\alpha}(\frac{1}{\gamma} - 1)} \alpha^{-1} \gamma^{-1} e^{-\alpha(s_1 + s_2)} d\alpha d\gamma}{\int_0^{\frac{1}{\alpha}} \alpha^c \gamma^d e^{-\alpha(s_1 + s_2)} d\alpha d\gamma}
\]

\[
= \frac{\int_0^{\frac{1}{\alpha}(\frac{1}{\gamma} - 1)} \gamma^d \frac{1}{(s_1 + s_2)^c} dy}{\int_0^{\frac{1}{\alpha}} \gamma^d \frac{1}{(s_1 + s_2)^{c+1}} dy}.
\]

Now, integrating by parts, we have (for \( d > 0, c - d - 1 > 0 \))
\[(2.2.12) \int_0^\gamma \frac{d-1}{(S_1+\gamma S_2)^c} \, d\gamma = \frac{1}{d} (S_1+\gamma S_2)^{c-1} \frac{cS_2}{d} \frac{1}{(S_1+\gamma S_2)^{c+1}} d\gamma \]

and,

\[(2.2.13) \int_0^\gamma \frac{d}{(S_1+\gamma S_2)^c} \, d\gamma = \frac{1}{(S_1+\gamma S_2)^{c-1}} \frac{1}{d-c+1} \frac{cS_1}{d-c+1} \frac{1}{(S_1+\gamma S_2)^{c+1}} d\gamma.\]

Inserting (2.2.12) and (2.2.13) in (2.2.11),

\[(2.2.14) \varphi_{(a,b)}(S_1, S_2) = \frac{1}{2J} \left\{ \frac{S_2}{a} - \frac{S_1}{a-d-l} + \frac{(c-1)}{cd(c-d-l)} \cdot \frac{(S_1+S_2)}{F_{c+1, d}(A)} \right\},\]

where \( A = \frac{S_1}{S_1+S_2} \) and

\[(2.2.15) F_{c+1, d}(A) = \frac{1}{(A+\gamma(l-A))^{c+1}} = \frac{(l-A)^{c-d} (l-1-A)^{d+1}}{(1-A)(c-d+1)} \beta(c-d,d+1)\]

where \( \beta(\cdot, \cdot) \) is the incomplete Beta function (see Pearson (1934));

\( I_x(p,q) = \int_0^x u^{p-1}(1-u)^{q-1} \, du / \beta(p,q) \) and \( \beta(\cdot, \cdot) \) is the complete Beta function. Note that, from (2.2.11) and (2.2.15) we can directly write

\[(2.2.16) \varphi_{(a,b)}(S_1, S_2) = \left( \frac{S_1+S_2}{2Jc} \right) \frac{F_{c,d-l}(A)}{F_{c+1, d}(A)} = \frac{1}{2J} \left[ \frac{S_2}{d} \frac{1-I_A(c-d,d)}{1-A(c-d,d+1)} - \frac{S_1}{c-d-l} \frac{1-I_A(c-d-1,d+1)}{1-A(c-d,d+1)} \right] \]

which may be easier to compute from tables of the incomplete Beta function (e.g. Pearson (1934)).

To prove admissibility of the appropriate \( \varphi_{(a,b)} \), we will not need explicit expressions for \( \varphi_{(a,b)} \). We will only require the following inequality:

\[(2.2.17) \varphi_{(a,b)}(S_1, S_2) \leq M(S_1 + S_2)\]
where $M$ is a constant depending only on $a$, $b$, $I$, and $J$, and is finite for $d > 0$ and $(c - d - 1) > 0$.

This inequality follows from (2.2.14) and the inequality (see (2.2.15))

$$(2.2.18) \quad F_{c+1,d}(A) \geq \int_0^1 \gamma^d d\gamma = \frac{1}{d+1}$$

(which follows since $A + \gamma(1 - A) \leq 1$ for $0 < \gamma < 1$). Further properties of $\Phi(a,b)$, particularly for $a = b = -1$, will be discussed in section 2.3. We will now prove

**Theorem 2.1:** Consider the statistical problem described by formulas (2.2.1), (2.2.5), (2.2.6) and (2.2.8). If

$$(2.2.19) \quad a = -1 \quad \text{and}$$

$$(2.2.20) \quad -1 < b < \frac{1}{2}I(J - 1) - 2$$

then $\Phi(a,b)$ defined by (2.2.11) is admissible. That is, if (2.2.19) and (2.2.20) hold, the Bayes invariant rule $\Phi(a,b)$ is admissible in the class of location invariant estimators in the original problem.

**Proof:** We will apply theorem 1.1 directly with $\theta_1 = \alpha$, $\theta_2 = \gamma$, $(\bar{\theta}, \theta) = (0, \infty)$, $\mathcal{Y}_0 = (0,1)$, $\pi(\alpha, \gamma) = \alpha^a \gamma^b$, $\nu(\alpha, \gamma) = \alpha^2 \gamma^2$, $\mathcal{X} = \{S_1, S_2\}$, $p_\theta(x)$ given by (2.2.9), and $\Phi$ given by (2.2.11). In theorem 1.1, conditions (1.28), (1.29), and (1.30) are immediate. Condition (1.33) can be checked as follows: By (2.2.17) and (2.2.1),

$$(2.2.21) \quad E_{(\alpha, \gamma)} L(\Phi, (\alpha_1, \gamma)) = E_{(\alpha, \gamma)} \alpha^2 \gamma^2 \left(\Phi_{(S_1, S_2)} - \frac{1}{2J}\alpha(1 - \gamma - 1)\right)^2$$

$$\leq \alpha^2 \gamma^2 E_{(\alpha, \gamma)} \Phi_{(S_1, S_2)} + \frac{1}{4J^2}(1 - \gamma)^2$$
\[ \leq M \alpha^2 \gamma^2 E(\alpha, \gamma)(S_1 + S_2)^2 + \frac{1}{4\gamma^2} \]

\[ \leq M \alpha^2 \gamma^2 [\sigma^2 \Gamma(1) + (\sigma + \sigma')^2 \Gamma(2)] + \frac{1}{4\gamma^2} \]

\[ \leq M' \gamma^2 + M'' + \frac{1}{4\gamma^2} \]

\[ \leq M^* \]

where \( M^* \) depends only on \( a, b, I, \) and \( J. \) Therefore, since \( \pi \) is integrable on \( C \times (0, 1) \) (with \( C \) compact) for \( b > -1 \), the integrated risk is also finite on such sets. It remains to investigate the function \( \lambda(\alpha) \) given by (1.20). From (1.18) and (1.19) we have

\[ (2.2.22) \quad \frac{h_1(\alpha,S_1,S_2)}{h_2(\alpha,S_1,S_2)} = \frac{\alpha^{-1} (\varphi(S_1,S_2) - \frac{1}{2} \alpha'^{-1}) \gamma c' d' - \alpha'(S_1 + \gamma' S_2) \gamma' d' \alpha'}{\int_1^c \gamma c' d' - \alpha(S_1 + \gamma' S_2) \gamma' d' \alpha'} \]

where \( c \) and \( d \) are given by (2.2.10). Changing variables, let \( T_1 = \alpha S_1 \) and \( T_2 = \alpha \gamma S_2. \) Then \( T_1 \sim \frac{1}{2} X_{(J-1)}^2, \ T_2 \sim \frac{1}{2} X_{1-1}^2, \) and

\[ (2.2.23) \quad E(\alpha, \gamma) \left\{ \frac{h_1(\alpha,S_1,S_2)}{h_2(\alpha,S_1,S_2)} \right\}^2 = E(1,1) \left\{ \frac{h_1(\alpha,S_1,S_2)}{h_2(\alpha,S_1,S_2)} \right\}^2 \]

Furthermore, changing variables from \((\alpha', \gamma')\) to \(x = \frac{\alpha'}{\alpha}, y = \frac{\gamma'}{\gamma},\) and using the fact that \( \varphi \) is scale invariant for any \( a \) and \( b, \)

\[ (2.2.24) \quad \frac{h_1(\alpha,S_1,S_2)}{h_2(\alpha,S_1,S_2)} = \frac{\alpha}{\gamma} \int_0^\infty (\varphi(\gamma T_1, T_2) - \frac{1}{2} \alpha'/\gamma) \gamma' d' e^{-(T_1 + \gamma' T_2)} dy \frac{dy}{\gamma} \]

Furthermore from the definition of \( \varphi, \) the integral over \((0, \infty)\) in the numerator of (2.2.24) is zero. So we also have
\[
(2.2.25) \quad \frac{h_1(\alpha, \frac{T_1}{\alpha}, \frac{T_2}{\alpha})}{h_2(\alpha, \frac{T_1}{\alpha}, \frac{T_2}{\alpha})} = \frac{1}{\gamma} \int_0^\alpha \left(1 - \frac{\alpha}{\gamma} \right) x e^{-\left(T_1 + \gamma T_2\right)} dx dy
\]

Note that \( \frac{h_1(\alpha, \frac{T_1}{\alpha}, \frac{T_2}{\alpha})}{h_2(\alpha, \frac{T_1}{\alpha}, \frac{T_2}{\alpha})} \) is independent of \( \alpha \). Hence, \( E_0(\alpha, \gamma) \left( \frac{h_1(\alpha, S_1, S_2)}{h_2(\alpha, S_1, S_2)} \right)^2 \)

is a function of \( \gamma \) alone (i.e., is independent of \( \alpha \)). Therefore, from (1.20),

\[
(2.2.26) \quad \lambda(\alpha) = \int_0^1 E(\alpha, \gamma) \left( \frac{h_1(\alpha, S_1, S_2)}{h_2(\alpha, S_1, S_2)} \right)^2 \alpha^{a+2} \gamma^{b+2} d\gamma
\]

\[
= \alpha^{a+2} \int_0^1 E(\alpha, \gamma) \left( \frac{h_1(\alpha, S_1, S_2)}{h_2(\alpha, S_1, S_2)} \right)^2 \gamma^{b+2} d\gamma
\]

and \( \lambda(\alpha) \) is a continuous function of \( \alpha \) whenever the integral in (2.2.26) is finite. I will later use (2.2.24) and (2.2.25) to show that

\[
(2.2.27) \quad \frac{h_1(\alpha, \frac{T_1}{\alpha}, \frac{T_2}{\alpha})}{h_2(\alpha, \frac{T_1}{\alpha}, \frac{T_2}{\alpha})} \leq \frac{1}{\gamma} (M_1 + M_2 T_1 + M_3 T_2) \quad \text{for } c - d - 1 > 0, \ d > 0
\]

where \( M_1, M_2, M_3 \) are constants not depending on \( \alpha \) and \( \gamma \). From (2.2.27), it follows that

\[
(2.2.28) \quad E(1, 1) \left( \frac{h_1(\alpha, \frac{T_1}{\alpha}, \frac{T_2}{\alpha})}{h_2(\alpha, \frac{T_1}{\alpha}, \frac{T_2}{\alpha})} \right)^2 \leq \frac{1}{\gamma} M^* \]

and, from (2.2.23), that

\[
(2.2.29) \quad \lambda(\alpha) \leq M^* \alpha^{a+2} \int_0^1 \gamma^{b+2} d\gamma = \alpha^{a+2} \frac{M^*}{b+1}
\]

which is finite for \( b > -1 \). To prove \( \varphi \) admissible it remains to check conditions (A) and (B) of theorem 1.1. From (2.2.14),
\[ \varphi(S_1, S_2) \geq \frac{S_2}{d} - \frac{S_1}{c-d-1}; \] so calculating expectations,

\[
(2.2.30) \quad R(\varphi, (\alpha, \gamma) = \alpha^2 \gamma^2 \mathbb{E}(\alpha, \gamma) \left( \varphi(S_1, S_2) - \frac{1}{2(\alpha \gamma)(1 - \gamma)} \right)^2 \\
\geq \frac{(I-1)\gamma^2 + I(I-1)}{2d^2} \frac{1}{2(c-d-1)^2}
\]

Therefore, combining this with (2.2.21),

\[
(2.2.31) \quad \int_0^1 R(\varphi, (\alpha, \gamma)) \pi(\alpha, \gamma) d\gamma \approx M** \alpha^a.
\]

For conditions (A) and (B) we want \( \frac{1}{\mathbb{E}(\alpha)} \) to be non-integrable whenever \( \int_0^1 R(\varphi, (\alpha, \gamma)) \pi(\alpha, \gamma) d\gamma \) is; that is, we want \( \frac{1}{\alpha^2+2} \) to be non-integrable whenever \( \alpha^a \) is. But this holds if and only if \( a = -1 \).

Thus, \( \varphi \) is admissible (by theorem 1.1) for \( a = -1 \), \( b > -1 \) and \( d > 0 \), \( c - d - 1 > 0 \). These conditions, by (2.2.10), are just (2.2.19) and (2.2.20); hence, to complete the proof of this theorem we need only prove (2.2.27), for which we will give the following rather technical and lengthy argument:

First note that for \( s, t > 0 \)

\[
(2.2.32) \quad \int_s^\infty u^n e^{-tu} du = \frac{1}{t^{n+1}} \int_{st}^\infty v^n e^{-v} dv \\
= \frac{1}{t^{n+1}} \int_{st}^\infty \left( v^{n+2} e^{-v} \right) dv \\
\leq \frac{1}{t^{n+1}} \left( st \right)^{n+2} e^{-st} \int_{st}^\infty \frac{1}{v^2} dv \quad \text{for } st \geq n+2 \\
= s^{n+1} e^{-st} \quad \text{(for } st \geq n+2). 
\]

Therefore, taking the outer integral (over \( x \)) in the numerator of (2.2.24), we have, for \( T_1 \geq c + 2 \)
\[(2.2.33) \quad \gamma \cdot \text{(numerator)} \leq \int_0^\infty \left( \Phi(\gamma T_1, T_2) + \frac{1}{1/2} y^d e^{-\gamma T_2} \right) dy \]

So

\[(2.2.34) \quad \gamma \left| \frac{h_1(\alpha, \frac{T_1}{\alpha}, \frac{T_2}{\alpha})}{h_2(\alpha, \frac{T_1}{\alpha}, \frac{T_2}{\alpha})} \right| \leq \Phi(\gamma T_1, T_2) + \frac{1}{1/2} y^d e^{-\gamma T_2} \frac{1}{\int_0^\infty y^d e^{-\gamma T_2} dy} . \]

Integrating by parts, we can bound the last term in (2.2.34) by

\[(2.2.35) \quad \frac{T_2}{2Jd} + \frac{1}{2Jd} \frac{1/2 d e^{-T_2/\gamma}}{\int_0^\infty y^d e^{-\gamma T_2} dy} , \]

and since

\[(2.2.36) \quad \int_0^\infty y^d e^{-\gamma T_2} dy \geq e^{-\gamma T_2} \int_0^\infty y^d dy = \frac{1}{d+1} e^{-\gamma T_2} \frac{1}{(1/\gamma)^{d+1}} \geq \frac{T_2}{2Jd} e^{-\gamma T_2/2} , \]

we have, for \( T_1 \geq c + 2, \ d > 0 \) (using (2.2.17)),

\[(2.2.37) \quad \gamma \left| \frac{h_1(\alpha, \frac{T_1}{\alpha}, \frac{T_2}{\alpha})}{h_2(\alpha, \frac{T_1}{\alpha}, \frac{T_2}{\alpha})} \right| \leq M_1 + M_2 T_1 + M_2 T_2 . \]

Now, for \( T_1 < c + 2 \), we will use (2.2.25). Since \( e^{-T_1 x} \leq 1 \),

taking absolute values, we have

\[(2.2.38) \quad \gamma \left| \frac{h_1(\alpha, \frac{T_1}{\alpha}, \frac{T_2}{\alpha})}{h_2(\alpha, \frac{T_1}{\alpha}, \frac{T_2}{\alpha})} \right| \leq e^{c+2} \left( \int_0^\infty \left[ \Phi(\gamma T_1, T_2) - 1/2 y^d \left( \int_0^\infty xy^d c^{-d} e^{-\gamma T_2 y} dy dx \right) \right] \right) \]

Letting \( z = xy \) in the inner integral of the numerator,

\[(2.2.39) \quad \gamma \left| \frac{h_1(\alpha, \frac{T_1}{\alpha}, \frac{T_2}{\alpha})}{h_2(\alpha, \frac{T_1}{\alpha}, \frac{T_2}{\alpha})} \right| \leq e^{c+2} \left( \int_0^\infty \left[ \Phi(\gamma T_1, T_2) + \frac{1}{2/2} z^d e^{-\gamma T_2 z} dz \right] \right) \]

The integrand is maximized over \( 0 \leq x \leq 1 \) at \( x = 1 \) (for \( c - d - 1 > 0 \)). So
\[ (2.2.40) \quad \gamma \left| \frac{h_1(\alpha, \frac{T_1}{\alpha}, \frac{T_2}{\alpha^2})}{h_2(\alpha, \frac{T_1}{\alpha}, \frac{T_2}{\alpha^2})} \right| \leq e^{c+2} \frac{1}{\int_0^1 \left( \frac{1}{\gamma r(T_1, T_2)} \right) e^{-T_2 y} dy} \cdot e^{\frac{1}{2} \int_0^1 y e^{-T_2 y} dy} \]

\[ \leq M_1' + M_2^T T_1 + M_2^T T_2 \]

where we have used the same argument as we used to get (2.2.37). Therefore, (2.2.27) follows from (2.2.37) and (2.2.40) and the proof of the theorem is complete. 

2.3 A Minimax, Formal Bayes Estimate of \( \varphi_a \)

Admissible Among Scale and Location Invariant Estimators

In section 2.2 we discussed a class of formal Bayes estimators \( \varphi(-1, b) \) admissible among location invariant procedures. In this section we consider the limiting case as \( b \to -1 \). In particular we will consider the estimator \( \varphi(-1, -1) \), which, as is often the case with limits of Bayes rules, we will show to be admissible among fully invariant procedures and minimax (in the original problem). Since we are now taking \( a = -1 \) in \( \varphi(a, b) \), we will suppress dependence on \( a \) throughout this section and refer to \( \varphi_b \) instead of \( \varphi(a, b) \).

We now show that \( \varphi(-1) \) is admissible among location and scale invariant estimators. To do this, we will reduce the problem by invariance and apply lemma 1.1 and formula (1.15) directly. We first discuss the reduced statistical problem.

If \( \varphi \) is scale (and location) invariant, there is a function \( \psi: \mathbb{R} \to \mathbb{R} \) such that \( \varphi \) can be written
\[(2.3.1) \quad \psi(S_1, S_2) = (S_1 + S_2) \psi \left( \frac{S_1}{S_1 + S_2} \right). \]

(Note: we let \( \psi_b \) denote the appropriate function of the maximal invariant corresponding to \( \phi_b \).) Then, the risk of any invariant rule is given by

\[(2.3.2) \quad R(\psi, (\alpha, \gamma)) = \text{E} \gamma^2 (\phi(S_1, S_2) - \frac{1}{2J \alpha \gamma^2} (1 - \gamma))^2 - \text{E}((T_1 + T_2) \psi \left( \frac{T_1}{T_1 + T_2} \right) - \frac{1}{2 \gamma^2} (1 - \gamma))^2 \]

where

\[(2.3.3) \quad T_1 \sim \frac{2 \chi^2}{2 (J - 1)} \quad \text{and} \quad T_2 \sim \frac{1 \chi^2}{2 (1 - 1)}. \]

If we let

\[(2.3.4) \quad U = T_1 + T_2, \quad V = \frac{T_1}{T_1 + T_2} \]

then the joint distribution of \((U, V)\) can be found to have densities

\[(2.3.5) \quad p_{\gamma, U,V}(u, v) \propto \left( \frac{1}{2} \right)^{\frac{1}{2} (J-1)} u^{\frac{1}{2} (J-1)} - 1 v^{\frac{1}{2} (J-1)} - 1 (1 - v)^{\frac{1}{2} (1 - 1)} - 1 e^{\gamma (V + \gamma (1 - V))}. \]

That is, the conditional distribution of \(U\) given \(V\) is given by

\[(2.3.6) \quad U|V \sim \frac{\gamma}{2 (V + \gamma (1 - V))} \chi^2_{(J-1)}. \]

Therefore, from (2.3.2)

\[(2.3.7) \quad R(\psi, (\alpha, \gamma)) = \text{E} \left( \psi(V) - \frac{1}{2J} (1 - \gamma)^2 | U \right) \]

\[= \text{E} \left\{ \frac{\gamma^2 (J - 1) (J + 1)}{4 (V + \gamma (1 - V))^2} \psi(V) - \frac{(1 - \gamma) \gamma (J - 1)}{2 J (V + \gamma (1 - V))} \psi(V) + \frac{(1 - \gamma)^2}{4 J^2} \right\} \]
\[ \mathbb{E}\left[ \frac{Z^{2(J-1)(J+1)}}{4(V+\gamma(1-V))^2} \left[ \frac{\psi(V) - (V+\gamma(1-V))(1-\gamma)}{J\gamma(J+1)} \right]^2 + \frac{(1-\gamma)^2}{4J^2} (1-\gamma)^2 \frac{(I-1)}{2(I+1)} \right]. \]

We are thus led to consider the statistical problem where we observe \( V \) having densities (parametrized by \( \gamma, 0 < \gamma < 1 \))

\begin{equation}
(2.3.8) \quad p_\gamma(V) = \frac{2^{\frac{1}{2}(I+1)\gamma(\frac{1}{2}I(J+1)-1)(1-V)\frac{1}{2}(I-1)-1}}{(V+\gamma(1-V))^{\frac{1}{2}(I+1)}}
\end{equation}

(with respect to Lebesgue measure restricted to \( \{ V : 0 \leq V \leq 1 \} \)), and we wish to estimate \( \frac{(V+\gamma(1-V))(1-\gamma)}{J\gamma(J+1)} \) with loss

\begin{equation}
(2.3.9) \quad L(\psi, \gamma, V) = \frac{\gamma^{2(J-1)(J+1)}}{4(V+\gamma(1-V))^2} \left[ \frac{\psi(V) - (V+\gamma(1-V))(1-\gamma)}{J\gamma(J+1)} \right]^2.
\end{equation}

It is clear from (2.3.7) that \( \Phi(S_1, S_2) \) is admissible among invariant procedures (with squared error as loss) if and only if the corresponding estimate \( \psi(V) \) is admissible in the above problem.

We remark that \( \psi_b \), corresponding to the Bayes invariant procedure \( \Phi_b \), is actually the Bayes procedure (in the reduced problem) with respect to the prior distribution with density \( \gamma^b \). Also note that the proof of lemma 1.1 does not depend on whether or not the loss function depends on the sample point; the proof only considers the risk function as a function of the parameter. Thus, to prove admissibility of \( \psi(-1) \), and, hence, of \( \Phi(-1) \), we can apply lemma 1.1 with parameter \( \theta = \gamma (\sigma = (0, 1)) \), \( \| \) equal to Lebesgue measure (restricted to \( (0, 1) \)), \( \Phi_b \) given by (2.3.8) and \( L \) given by (2.3.9) (and we will use \( f(\gamma) = \gamma^b \)). To apply lemma 1.1, we will need an expression for

\[ K(f) = R(\psi(-1), \gamma) - R(\psi, \|, \gamma), \]

where \( \psi, \| \) will just be \( \psi_b \). The
expression we will use is that given by equation (1.15), for which we will need a bound for \((\Psi_{-1} - \Psi_{-1})^2\). The following technical lemma provides this bound:

**Lemma 2.1:** Let \(\Psi_b = \frac{S_1}{S_1 + S_2}\), where \(\Psi_b\) is given by (2.2.14) (with \(a = -1\)). Then there are \(p_0 > 0\), and constants \(K_1\) and \(K_2\) (independent of \(V\) and \(p\)) such that, for \(p < p_0\),

\[
|\Psi_{-1}(V) - \Psi_{-1+p}(V)| \leq p(K_1 V + K_2 (1 - V))
\]

for all \(V, 0 < V < 1\).

**Proof:** From (2.2.14) we have, with \(V = \frac{S_1}{S_1 + S_2}\),

\[
\Psi_{-1+p}(V) = \frac{1-V}{2J(d+p)} - \frac{V}{2J(c-d-l-p)} + \frac{(c-l)}{2J(d+p)(c-d-l-p)} \cdot \frac{1}{F(c+d+p)(V)}
\]

where \(c\) and \(d\) are given by (2.2.10) with \(a = b = -1\). (Note that, since \(I\) and \(J\) are integers, \(c - d - l \geq 0\) implies that \(c - d - l \geq \frac{1}{2}\); so we can consider \(\Psi_{-1+p}\) for \(p < \frac{1}{2}\); and, also, the steps below hold.) Using (2.2.15), we now show that

\[
\frac{1}{F(c+1,d-p)(V)} = \frac{V^{c-d-p}(1-V)^{d+p+1}}{(1-I_V(c-d-p,d+p+1))\beta(c-d-p,d+p+1)} \leq M_1 V^{c-d-p}.
\]

Inequality (2.3.12) follows from considering the function

\[
f(V) = \frac{(1-V)^{d+p+1}}{(1-I_V(c-d-p,d+p+1))\beta(c-d-p,d+p+1)} = \frac{(1-V)^{d+p+1}}{\int_V^1 u^{c-d-p-1}(1-u)^{d+p} du}.
\]

Differentiating \(f\) we have (for the numerator)

\[
f'(V)(\int_V^1 u^{c-d-p-1}(1-u)^{d+p} du)^2 = -(d+p+1)(1-V)^{d+p} \int_V^1 u^{c-d-p-1}(1-u)^{d+p} du.
\]
\[ + (1 - \nu)^{2d + 2p + l} c^{-d - p - l} \]

\[ \leq - (1 - \nu)^{d + p} c^{-d - p - l} (d + p + l) \int_{0}^{1} (1 - u)^{d + p} du + (1 - \nu)^{2d + 2p + l} c^{-d - p - l} \]

\[ = - c^{-d - p - l} (1 - \nu)^{2d + 2p + l} + (1 - \nu)^{2d + 2p + l} c^{-d - p - l} \]

\[ = 0 . \]

Thus \( f(\nu) \) is decreasing and, hence, is maximized at \( \nu = 0 \) where

\[(2.3.15) \quad f(0) = \frac{1}{\beta(c - d - p, d + p + l)} = \frac{\Gamma(c + l)}{\Gamma(c - d - p + l + d + p + l)} . \]

Therefore (2.3.12) holds, and, in fact, we can take

\[(2.3.16) \quad M_{\nu} = \frac{\Gamma(c + l)}{\Gamma(c - d - p + l + d + p + l)} . \]

Furthermore, since \( c - d - l \geq \frac{1}{2} \), for any \( \epsilon, 0 < \epsilon < \frac{1}{2} \), for \( p \) small enough, we have (from (2.3.12))

\[(2.3.17) \quad \frac{1}{F(c + l, d + p)(\nu)} \leq M_{\nu}(1 + \epsilon) . \]

Now, calculating directly,

\[(2.3.18) \quad \psi(-1)(\nu) - \psi(-1+p)(\nu) = \frac{1 - \nu}{2 \nu} \left( \frac{1}{d} - \frac{1}{d + p} \right) \frac{\nu}{2J(c - d - 1) - \frac{1}{c - d - 1} - \frac{1}{c - d - 1 - p}} \]

\[ + \frac{(c - l)}{2J\nu(c - d - 1)} \cdot \frac{1}{F(c + l, d)(\nu)} - \frac{(c - l)}{2J\nu(c - d - 1 + d + p)} \cdot \frac{1}{F(c + l, d + p)(\nu)} \]

Thus, adding and subtracting \( \frac{(c - l)}{2J\nu(c - d - 1)} \cdot \frac{1}{F(c + l, d + p)} \), we have

\[(2.3.19) \quad |\psi(-1)(\nu) - \psi(-1+p)(\nu)| \leq \frac{1}{2J\nu(d + 1)} + \frac{\nu}{2J(c - d - 1)} \]

\[ + \frac{(c - l)}{2J\nu(c - d - 1)} \left| \frac{1}{F(c + l, d)(\nu)} - \frac{1}{F(c + l, d + p)(\nu)} \right| \]
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\[
+ \frac{1}{F(c+1,d+p)(\nu)} \frac{(c-1)}{2Jc} \frac{1}{d(c-a-1)} - \frac{1}{(d+p)(c-d-p-1)} \cdot
\]

Therefore, using (2.3.17) (with \( \epsilon = 0 \)), we have

\[
(2.3.20) \quad |\psi(-\nu) - \psi(-1+p)| \leq p(M_2V + M_3(1-V)) + M_4 \left| \frac{1}{F(c+1,d+p)} - \frac{1}{F(c+1,d)} \right|
\]

where the \( M_4 \) are independent of \( V \). Now using (2.3.17) again, we have

\[
(2.3.21) \quad \left| \frac{1}{F(c+1,d+p)} - \frac{1}{F(c+1,d)} \right| = \frac{1}{F(c+1,d+p)} \left| \frac{1}{F(c+1,d+p)} - \frac{F(c+1,d+p)}{F(c+1,d)} \right| \leq M_4\nu^{1+\epsilon} \left| \frac{1}{F(c+1,d+p)} - \frac{1}{F(c+1,d)} \right|
\]

Using (2.2.15) to evaluate \( F \), we have

\[
(2.3.22) \quad \frac{F(c+1,d+p)}{F(c+1,d)} = \frac{1}{\int_0^1 (V+x(1-V))c+1 \ dx} \leq 1
\]

Now, we also have the inequality (for any fixed \( \epsilon > 0 \))

\[
(2.3.23) \quad x^p \geq 1 - M_5x^\epsilon
\]

where \( M_5 \) does not depend on \( x \) or \( p \) for \( p \) small enough. This inequality follows from considering the function

\[
(2.3.24) \quad g(u) = u^{p+\epsilon} - u^\epsilon.
\]

Differentiating \( g \) twice, we see that \( g \) is minimized at \( u^* = \left( \frac{\epsilon}{p+\epsilon} \right)^{\frac{1}{p}} \).

Therefore,

\[
(2.3.25) \quad g(u) = u^{p+\epsilon} - u^\epsilon \geq (\frac{\epsilon}{p+\epsilon})^{\frac{p+\epsilon}{p}} - (\frac{\epsilon}{p+\epsilon})^\epsilon \geq (1 + \frac{\epsilon}{p+\epsilon})^{\frac{p}{p+\epsilon}}(\frac{\epsilon}{p+\epsilon} - 1)
\]
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\[ = - \frac{p}{p+\epsilon} (1 + \frac{p}{\epsilon})^{-\epsilon} \]
\[ \geq - M_{\epsilon} p \quad \text{(for } p \text{ small enough)} \]

since \( \frac{1}{p+\epsilon} (1 + \frac{p}{\epsilon})^{-\epsilon} \to \frac{1}{\epsilon} \) as \( p \to 0 \). From (2.3.25), we have

\[ (2.3.26) \quad u^{p+\epsilon} \geq u^\epsilon - M_{\epsilon} p \]

from which (2.3.23) follows.

Inserting (2.3.23) in the numerator of (2.22)

\[ (2.3.27) \quad \frac{F(c+1, \alpha+p)}{F(c+1, \alpha)} \geq 1 - M_{\epsilon} p \cdot \frac{\int_0^1 x^{-\epsilon} dx}{\int_0^1 (x+1)^{c+1} dx} \]

\[ = 1 - M_{\epsilon} p (1 + W^\epsilon) f(W) \]

where \( W = \frac{1-W}{V} \) and

\[ f(W) = \frac{1}{(1+W^\epsilon)} \cdot \frac{\int_0^1 x^\epsilon dx}{\int_0^1 (1+Wx)^{c+1} dx} \]

(2.3.28)

First note that \( f(W) \) is independent of \( p \), and it is continuous on \((0, \infty)\). Next, note that

\[ (2.3.29) \quad \lim_{W \to 0} f(W) = 1 \cdot \frac{\int_0^1 x^\epsilon dx}{\int_0^1 x^\epsilon dx} = \frac{d+1}{\alpha+1-\epsilon} . \]

We also have, changing variables to \( y = Wx \),

\[ (2.3.30) \quad \lim_{W \to \infty} f(W) = \lim_{W \to \infty} \left( \frac{W^\epsilon}{1+W^\epsilon} \right) \cdot \frac{\int_0^1 y^\epsilon dy}{\int_0^1 (1+y)^{c+1} dy} = \frac{\beta(c-d+\epsilon, d+1-\epsilon)}{\beta(c-d, d+1)} . \]
(where $\beta(\cdot, \cdot)$ is the Beta function). Thus, $f(W)$ is continuous on $[0, \infty]$; and, hence, achieves its maximum. That is,

\[(2.3.31) \quad f(W) \leq M_6\]

where $M_6$ does not depend on $W$ or $p$. Therefore, from (2.3.21), (2.3.22), (2.3.27), and (2.3.31), it follows that

\[(2.3.32) \quad \left| \frac{1}{F(c+1,d+p)} - \frac{1}{F(c+1,d)} \right| \leq M_1 M_2 M_3 (1 + V^{-\epsilon})V^{1+\epsilon} \leq 2M_4 V \]

(since $W = \frac{1-V}{V} \leq \frac{1}{V}$).

The lemma follows from (2.3.20) and (2.3.32).

We are now ready to prove that $\Phi_{(-1)}$ is admissible among scale and location invariant estimators.

\textbf{Theorem 2.2:} If $\Phi_{(-1)}$ is defined by (2.2.11) (for $a = b = -1$), then it is admissible among scale and location invariant estimators in the original problem of estimating $\sigma_\alpha$ with squared error loss.

\textbf{Proof:} As previously remarked, it is sufficient to prove that $\Phi_{(-1)}$ is admissible in the reduced problem (described by equations (2.3.8) and (2.3.9)). To do this, we will apply lemma 1.1 with $\parallel$ equal to Lebesgue measure (restricted to $(0, 1)$) and the covering of the parameter space consisting of just one set, $\{\Phi\}$. In particular, we will show that for any $\epsilon > 0$, conditions (1.4), (1.5) and (1.6) are satisfied by $f(\gamma)$ of the form $f(\gamma) = \gamma^b$ for $-1 < b < -\frac{1}{2}$. First note that, for $-1 < b < -\frac{1}{2}$, $\gamma^b \geq 1$ (for $0 < \gamma < 1$); and, hence, (1.4) is satisfied. Furthermore, we showed in section 2.2 (see (2.2.21))
that \( R(\psi_{(a,b)}, (\alpha, \gamma)) \) was bounded for any \( a, b, I, \) and \( J \) for which \( c - d - 1 > 0 \) and \( d > 0 \). Hence, if \( I > 2, J > 2 \) (which is nearly needed for the problem to make sense), \( R(\psi_{(-1)}, (\alpha, \gamma)) \) is bounded. Therefore, from (2.3.7) it follows (since the expectation of the last two terms in the final expression are bounded) that \( E_{\gamma} L(\psi_{(-1)}, \gamma, V) \) is bounded where \( L \) is given by (2.3.9) (and the distribution by (2.3.8)). That is, the risk function in the reduced problem is bounded. Therefore, since \( f(\gamma) \) is integrable, it follows that condition (1.5) holds.

To check condition (1.6) we evaluate \( K(f) = R(\psi_{(-1)}, \gamma) - R(\psi_{b}, \gamma) \) using equation (1.15). First note that the reasoning in equation (1.15) holds even if we allow the functions \( v(\theta) \) and \( g(\theta) \) to depend on \( x \) as well as \( \theta \). The final step in (1.15) only requires that \( \psi_{f} \|_{b} \) (which is \( \psi_{b} \) here) be Bayes versus \( f(\theta) \delta_{\gamma}(\theta) \) (which is \( \gamma^{b} \delta_{\gamma} \) here). But the fact that \( \psi_{b} \) is actually Bayes versus \( \gamma^{b} \) can be checked directly from (2.3.8) and (2.3.9). Therefore, inserting (2.3.9) in (1.15), with the appropriate substitutions, we have, for \( b = -1 + p, \)

\[
(2.3.35) \quad K(f) = \int_{0}^{1} \int_{0}^{1} \gamma^2 (V) \left[ \gamma^2 (\psi_{(-1)} - \psi_{(-1+p)}(V)) \right] \gamma^p (\gamma) d\gamma dV
\]

\[
\leq K_p \frac{2}{3} \int_{0}^{1} \gamma^p \left[ \frac{\gamma^2 (K_1 V + K_2 (1-V))^2}{(V + \gamma (1-V))^2} \right] \gamma^p d\gamma
\]

where the last inequality uses lemma 2.1. Thus,

\[
(2.3.34) \quad K(f) \leq K_p \frac{2}{3} \int_{0}^{1} \gamma^p d\gamma = K_p \leq \epsilon
\]

for \( p \) small enough. Therefore, condition (1.6), and, hence, lemma 1.1
hold. The admissibility of $\Psi\{\gamma\}$ (and, hence, $\Phi\{\gamma\}$) follows from lemma 1.1 and the reasoning following lemma 1.1, using the fact that $p_{\gamma}(v) > 0$ (with $p_{\gamma}$ given by (2.3.8)) and that $L(v, \gamma, \nu)$ is strictly convex (with $L$ given by (2.3.9)).

We now turn to the question of the minimax character of the estimator $\Phi\{\gamma\}$. Unlike the case of admissibility, the question of minimaxity depends strongly on the loss function. In particular, if a procedure is admissible in a statistical problem with a certain loss function, it is admissible in any problem whose loss function is a product of the original loss function and any arbitrary strictly positive function of the parameter. However, if a procedure is minimax in one problem it is not necessarily minimax in any other; and, in fact, unless it is uniformly best, there will always be a loss function (the original loss function times a function of the parameter) for which the procedure is not minimax.

In the problem of estimating $\sigma^2_a$, it is fairly clear that there is some loss function for which $\Phi\{\gamma\}$ is minimax. In particular, if we divide the loss function given by (2.2.6) by $R(\Phi\{\gamma\}, \gamma)$, then (in the new problem) $\Phi\{\gamma\}$ would be a constant risk admissible rule; and, hence, minimax among fully invariant procedures. We could then apply Kiefer's theorem (Kiefer (1957)) to show that $\Phi\{\gamma\}$ is minimax among all procedures. However, in the remainder of this section we will actually show that $\Phi\{\gamma\}$ is minimax for a fairly large class of loss functions, some of which are related to (2.2.6); and we will replace the use of Kiefer's theorem by a direct proof which
should clarify the nature of the minimaxity of \( \Phi(-1) \).

In order to show that \( \Phi(-1) \) is minimax for some loss function, even among invariant procedures, we will need to prove that its risk function is maximized at \( \gamma = 0 \) (\( \sigma_e = 0 \)). We will see, in the proof below, that the loss function given by (2.2.6) does not have this property.

**Lemma 2.2:** If \( \Phi(-1) \) is given by (2.2.11) (with \( a = b = -1 \)), then there is a constant \( M (M > 1) \) such that the risk function \( R(M)(\Phi(-1), \gamma) \) is maximized at \( \gamma = 0 \), where the loss function is given by

\[
L^M(\varphi, (\alpha, \gamma)) = \frac{4\alpha^2 \gamma^2}{(1 + \gamma(M-1))^2} (\varphi - \frac{1-\gamma}{2M\alpha \gamma})^2
\]

(i.e., \( L^M(\varphi, (\sigma_e, \sigma_a)) = \frac{1}{(M\sigma_e + J\sigma_a)^2}(\varphi - \sigma_a)^2 \).

**Proof:** Define \( f(\gamma) \) to be the risk of \( \Phi(-1) \) for the loss function given by (2.2.6) (multiplied by 4); that is

\[
f(\gamma) = E(\alpha, \gamma)L^1(\varphi(-1), (\alpha, \gamma)).
\]

By invariance, we have

\[
f(\gamma) = E(\varphi(-1)) \left( \gamma T_1, T_2 \right) - \frac{1}{3}(1 - \gamma))^2
\]

where

\[
T_1 \sim \chi^2_{I(J-1)} \text{ and } T_2 \sim \chi^2_{I-1}.
\]

We now compute \( f(0) \) and \( f'(0) \). Copying (2.2.14),
\[(2.3.39) \quad \Phi_{(-1)}(S_1, S_2) = \frac{S_2}{2Jd} - \frac{S_1}{2J(c-d-1)} + \frac{(c-1)(S_1+S_2)}{cd(c-d-1)F(c+1,d)(A)}\]

where, in this case,

\[(2.3.40) \quad d = \frac{1}{2}(I+1), c = \frac{1}{2}(I-1) + 1, \text{ and } A = \frac{S_1}{S_1+S_2}.\]

Now (from (2.2.17)) \(\Phi_{(-1)}(\gamma T_1, T_2)\) is bounded by an integrable function; and, using (2.3.12)

\[(2.3.41) \quad \lim_{\gamma \to 0} \Phi_{(-1)}(\gamma T_1, T_2) = \frac{T_2}{2Jd} = \frac{T_2}{J(I+1)}.\]

Therefore, by the dominated convergence theorem,

\[(2.3.42) \quad f(0) = E\left(\frac{T_2}{J(I+1)} - \frac{1}{J}\right)^2 = \frac{2}{J^2(I+1)}.\]

From (2.3.39) (taking derivatives inside the beta integrals)

\[(2.3.43) \quad \Phi'_{(-1)}(S_1, S_2) = -\frac{1}{2J(c-d-1)} + \frac{(c-1)}{2Jcd(c-d-1)}\left\{ \frac{1}{F(c+1,d)(A)} + \frac{(1-A)^{c+2}}{\int_0^1 u^{c+1}du} \right\}\]

where \(\Phi'_{(-1)}(S_1, S_2)\) denotes \(\frac{\partial}{\partial S_1} \Phi_{(-1)}(S_1, S_2)\). Again using (2.3.12), we see that \(\Phi'_{(-1)}(S_1, S_2)\) is uniformly bounded; and that

\[(2.3.44) \quad \lim_{\gamma \to 0} \Phi'_{(-1)}(\gamma T_1, T_2) = -\frac{1}{2J(c-d-1)}.\]

Thus, we can interchange differentiation and integration and obtain,

(again also using dominated convergence)

\[(2.3.45) f'(0) = 2 \lim_{\gamma \to 0} E[\Phi_{(-1)}(\gamma T_1, T_2) - \frac{1}{J}(1-\gamma)(\Phi'_{(-1)}(\gamma T_1, T_2) + \frac{1}{J})].\]
\[
= 2\mathbb{E}\left[\frac{T^2}{2J_d} - \frac{1}{J}\right] \left(- \frac{T}{2J(c-d-1)} + \frac{1}{J}\right)
= \frac{2}{J^2} \left(\frac{I-1}{I+1} - 1\right) \left(- \frac{I(J-1)}{I(J-1)^2} + 1\right)
= \frac{8}{J^{2}(I+1)(I(J-1)-2)}
\]

Now consider the risk, \( R^{(M)} \), for the loss function, \( L^{(M)} \), given by (2.3.35). We have directly

\[(2.3.46) \quad R^{(M)}(\varphi_{(-1)}, \gamma) = \frac{1}{(1+\gamma(M-1))^2} f(\gamma). \]

Therefore,

\[(2.3.47) \quad \frac{d}{d\gamma} R^{(M)}(\varphi_{(-1)}, \gamma) = - \frac{2(M-1)}{(1+\gamma(M-1))^3} f(\gamma) + \frac{1}{(1+\gamma(M-1))^2} f'(\gamma). \]

So letting \( \gamma \to 0 \), we have

\[(2.3.48) \quad \frac{d}{d\gamma} R^{(M)}(\varphi_{(-1)}, 0) = -2(M-1)f(0) + f'(0) < 0 \]

for \( M \) sufficiently large (in fact for \( M > \frac{I(J-1)}{I(J-1)-2} \)). So there is \( \gamma_0 \) such that \( R^{(M)}(\varphi_{(-1)}, \gamma) \) is decreasing for \( 0 \leq \gamma \leq \gamma_0 \). Furthermore, \( f(\gamma) \) is bounded (say by \( K_0 \)); so, for \( \gamma > \gamma_0 \),

\[(2.3.49) \quad R^{(M)}(\varphi_{(-1)}, \gamma) \leq \frac{1}{(1+\gamma_0(M-1))^2} K_0 \leq R^{(M)}(\varphi_{(-1)}, 0) \]

for \( M \) large enough (depending on \( K_0 \) and \( \gamma_0 \)). Therefore, \( R^{(M)}(\varphi_{(-1)}, \gamma) \) is maximized at \( \gamma = 0 \).
We now show that $\Phi(-1)$ is minimax for loss, $L^{(M)}$, given by (2.3.35) for $M$ large enough. It will be clear from the proof below, that $\Phi(-1)$ is actually minimax for any loss function proportional to squared error for which the risk is maximized at $\sigma_e = 0$ ($\gamma = 0$).

Theorem 2.3: Consider the statistical problem where we observe $(\overline{Y}, S_1, S_2)$ with distributions given by (2.1.1), and we wish to estimate $\sigma_a$. If the loss, $L^{(M)}$, is given by (2.3.35), then for $M$ large enough so that lemma 2.2 holds, $\Phi(-1)$ (given by (2.2.11) with $a = b = -1$) is minimax.

Proof: First note that by the minimax theorem (with $\theta = (\sigma_e, \sigma_a, \mu)$),

$$\inf_{\Phi} \sup_{\theta} R^{(M)}(\varphi, \theta) = \inf_{\Phi} \sup_{\varphi} r^{(M)}(\varphi, \Pi) = \sup_{\Pi \in \mathcal{P}} \inf_{\varphi} r^{(M)}(\varphi, \Pi)$$

where $\mathcal{P}$ is the class of all prior probability measures, $\Pi$, concentrated on compact subsets of $\{ (\sigma_e, \sigma_a, \mu) : 0 < \sigma_e < \infty, 0 < \sigma_a < \infty, -\infty < \mu < \infty \}$, and $r^{(M)}(\varphi, \Pi)$ is the expected risk under $\Pi$; i.e.

$$r^{(M)}(\varphi, \Pi) = \int R^{(M)}(\varphi, \theta) d\Pi(\theta).$$

That the conditions for the minimax theorem hold in this problem can be seen from LeCam (1955), for example. Thus, it is sufficient to consider Bayes rules versus priors concentrated on compact sets. Let $\Pi$ be such a prior. Then, since $\Phi_{\Pi}$ minimizes

$$\frac{1}{(M\sigma_e^2 + J\sigma_a^2)} E(\varphi(S_1, S_2, \overline{Y}) - \sigma_a)^2 d\Pi(\sigma_e, \sigma_a, \mu),$$

it is clear that $\Phi_{\Pi}$ is bounded within the support (under $\Pi$) of $\sigma_a$;
that is, $\varphi_{\Pi}$ is uniformly bounded. Furthermore, solving for $\varphi_{\Pi}$, we see that $\varphi_{\Pi}$ is a ratio of Laplace transforms; and, hence, continuous. Furthermore, since $\Pi$ has compact support, it can be shown that $\varphi_{\Pi}(S_1, S_2, \overline{Y})$ is continuous as $S_2 \to 0$. Therefore, as $\sigma_e \to 0$,

\begin{align*}
(2.3.53) \quad \frac{1}{(M\sigma_e + J\sigma_a)^2} E(\sigma_e, \sigma_a, \mu)(\varphi_{\Pi}(S_1, S_2, \overline{Y}) - \sigma_a)^2 \\
= \frac{1}{(M\sigma_e + J\sigma_a)^2} E(1, 1, 0)(\varphi_{\Pi}((\sigma_e + J\sigma_a)S_2^{\#}, \sigma_e S_2^{\#} \sqrt{\frac{E + J\sigma_a}{I_0}} (\overline{Y} + \mu)) - \sigma_a)^2 \\
\to \frac{1}{J^2\sigma_a^2} E(1, 1, 0)(\varphi_{\Pi}(J\sigma_a S_2^{\#}, \sqrt{\frac{J\sigma_a}{I_0}} (\overline{Y} + \mu)) - \sigma_a)^2 \\
= \frac{1}{J^2\sigma_a^2} E(\mu, \sigma_a)(\varphi^*(S_1^{\#}, \overline{Y}^{\#}) - \sigma_a)^2
\end{align*}

where

\begin{equation}
(2.3.54) \quad \overline{Y}^{\#} \sim \mathcal{N}(\mu, \sigma_a) \quad \text{and} \quad S_1^{\#} \sim \sigma_a \chi_{I+1}^2
\end{equation}

and where $\varphi^*$ is the appropriate restriction of $\varphi_{\Pi}$. But it is well known that $S_1^{\#}$ is minimax in the problem of estimating $\sigma_a$ with distributions given by (2.3.54) and loss equal to $\frac{1}{\sigma_a^2}(\varphi - \sigma_a)^2$.

Furthermore, the risk of $\frac{S_1}{I+1}$ is just $\frac{2}{I+1}$. Therefore, (from (2.3.53))

\begin{equation}
(2.3.55) \quad \sup_{(\sigma_e, \sigma_a^2)(M\sigma_e + J\sigma_a)^2} E(\varphi_{\Pi}(S_1, S_2, \overline{Y}) - \sigma_a)^2 \geq \frac{2}{J^2(I+1)}
\end{equation}

Hence, by the minimax theorem,

\begin{equation}
(2.3.56) \quad \inf_{\varphi} \sup_{\theta} R^{(M)}(\varphi, \theta) \geq \frac{2}{J^2(I+1)}
\end{equation}
But, by lemma 2.2, \( R^{(M)}(\varphi_{(-1)}, \gamma) \) is maximized at \( \gamma = 0 \); and its value is (by (2.3.46) and (2.3.42)) \( f(0) = \frac{2}{J^2(I+1)} \). Therefore, theorem 2.3 follows. ||

Note that since \( f'(0) > 0 \), the risk is not maximized at \( \gamma = 0 \) for loss given by (2.2.6); and, hence, \( \varphi_{(-1)} \) is not minimax for this loss function. For similar reasons, \( \varphi_{(-1)} \) is not minimax for the loss function \( L(\varphi, (\sigma_e, \sigma_a)) = \frac{1}{(\sigma_e + \sigma_a)^2} (\varphi - \sigma_a)^2 \) used in the Appendix. Nonetheless, the proofs in this section do indicate that \( \varphi_{(-1)} \) has a fairly strong minimax property. In particular, it does as well as can be done (with respect to any loss proportional to squared error) at \( \gamma = 0 \) (i.e., at \( \sigma_e = 0 \)). Thus, there is no rule with risk uniformly smaller by a fixed amount than the risk of \( \varphi_{(-1)} \). Furthermore, calculations similar to those leading to (2.3.46) show that the derivative of \( R(\varphi_b, \gamma) \) at \( \gamma = 0 \) is minimized at \( b = -1 \); that is, \( \varphi_{(-1)} \) is better than any other \( \varphi_b \) near \( \gamma = 0 \). These reasons, together with the numerical calculations presented in the Appendix, certainly indicate that \( \varphi_{(-1)} \) is a reasonable estimator in terms of mean squared error.
Chapter 3
Some Related Estimates and Conclusions

3.1 Related Estimates

We now discuss the problem of estimating \( \sigma_e \) in the previously described analysis of variance problem. As before, we observe

\[
S_1 \sim \frac{1}{2\sigma} \chi^2_{I-1} \quad \text{and} \quad S_2 \sim \frac{1}{2\alpha} \chi^2_{I-1}
\]

where we are using the same parameterization

\[
\alpha = \frac{1}{2\sigma} \quad \text{and} \quad \gamma = \frac{\sigma}{\sigma + J\sigma_a}.
\]

Again we take the loss function to be

\[
L(\varphi, (\alpha, \gamma)) = \alpha^2 \gamma^2 (\varphi - \frac{1}{2\alpha})^2
\]

and consider formal Bayes estimators with respect to prior measures

\[
d\|\gamma = \alpha^{-b} \alpha^{-d} \, d\alpha \, d\gamma.
\]

Again letting

\[
c = \frac{1}{2}(IJ - 1) + a + 2 \quad \text{and} \quad d = \frac{1}{2}(I - 1) + b + 2
\]

we find (as in (2.2.11), and using (2.2.13)),

\[
\varphi(a, b)(S_1, S_2) = \frac{\int_0^{\frac{1}{2\sigma} \chi^2_{I-1}} \alpha^{c} \gamma^{d} e^{-\alpha(S_1 + \gamma S_2)} \, d\alpha \, d\gamma}{\int_0^{\frac{1}{2\alpha} \chi^2_{I-1}} \alpha^{c} \gamma^{d} e^{-\alpha(S_1 + \gamma S_2)} \, d\alpha \, d\gamma}
\]
\[
\frac{1}{2c_0} \left( \frac{1}{(S_1 + S_2)^c} - \int_0^1 \frac{\gamma^d}{(S_1 + S_2)^{c+1}} \, d\gamma \right) = \frac{S_1}{2(c-d-1)} \left[ 1 - \frac{1}{cA^F(c+1,d)(A)} \right]
\]

where \( A = \frac{S_1}{S_1 + S_2} \) and \( F(c+1,d)(A) \) is given by (2.2.15). We also have, directly,

\[(3.1.7) \quad \varphi(a,b)(S_1, S_2) = \frac{S_1}{2(c-d-1)} \left[ \frac{1-\text{I}_A(c-d-1,d+1)}{\text{I}_A(c-d, d+1)} \right]
\]

where \( \text{I}_A(\cdot, \cdot) \) is the incomplete beta function (again, see Pearson (1934)).

The proofs in chapter 2 can now be used to show admissibility of the appropriate \( \varphi(a,b) \). However, in this case there is a slight difference. From (3.1.6) we have

\[(3.1.8) \quad \varphi(a,b)(S_1, S_2) \leq \frac{S_1}{2(c-d-1)}. \]

Therefore, since \( \varphi(a,b) \) is positive, the risk satisfies

\[(3.1.9) \quad R(\varphi(a,b); (a, \gamma)) = \alpha^2 \gamma^2 \mathbb{E}(\varphi(a,b)(S_1, S_2) - \frac{1}{2a})^2 \leq M \gamma^2
\]

where \( M \) is a fixed constant depending on \( a, b, I, J \) and finite whenever \( c - d - 1 > 0 \). That is, the risk is integrable with respect to \( \Pi \) as long as \( b > -3 \) (instead of \( b > -1 \)). Furthermore, using similar reasoning to that in chapter 2, we can find in this case (using notation of chapters 1 and 2),
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(3.1.10) \[ E_{1^2}(S_1, S_2, \alpha) \]
\[ E_{2^2}(S_1, S_2, \alpha) \]
\[ \leq M^* \]

(in contrast to (2.2.28)). Therefore, theorem 1.1 implies that \( \varphi(a, b) \) is admissible for \( a = -1 \) and \( b > -3 \).

As before, we can show that \( \varphi(-1,-3) \) is admissible among scale invariant estimators. However, in this case, it is not immediately clear which \( \varphi(-1,b) \) to use. Using loss (5.1.3), the risk of any \( \varphi(a, b) \) tends to 0 as \( \gamma \to 0 \); and, hence, \( \varphi(-1,-3) \) which does best at \( \gamma = 0 \) is not particularly indicated. Furthermore, even if we use the loss function

(3.1.11) \[ L^*(\varphi, (\alpha, \gamma)) = \alpha^2(\varphi - \frac{1}{2\alpha})^2 \]

for which \( R^*(\varphi(a, b), \gamma) \) is bounded away from 0, we still find that \( R^*(\varphi(-1,-3), \gamma) \) is larger at \( \gamma = 1 \) than at \( \gamma = 0 \). Thus, I can find no simple satisfactory theoretical reason for preferring one \( \varphi(-1,b) \) over another. However, numerical calculations in the Appendix do seem to indicate that a certain choice of \( b \) should be made for each \( I \) and \( J \) (in particular, that \( b \) minimizing the risk at \( \gamma = 1 \)). These conclusions will be discussed later.

We conclude this section with a few words concerning extensions to higher way layouts. Again, similar considerations should lead to reasonable Bayes invariant estimators. In this case, however, there are two minor problems. First, in higher way designs the formal Bayes estimators will no longer be expressable in terms of tabulated functions. However, this is not too serious considering the availability of high
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speed computers. The second problem may be more serious. It is clear
that we can find a class of formal Bayes estimators which are admissible
(among location invariant estimators). However, choosing a particular
one might be more difficult. It seems likely that limits of rules in
the class should be reasonable for estimating various "between" groups
variances, but I feel that extensive numerical calculations will be
necessary before any formal Bayes estimators can be seriously recommended.

3.2 Conclusions

There is, I think, sufficient evidence to seriously recommend the
use of a formal Bayes rule for estimating $\sigma_a$ in the model II analysis
of variance problem considered here. Although one may claim that point
estimation of $\sigma_a$ in this problem is not a serious or useful statisti-
cal consideration, there are problems, I think, where point estimates
are really desired. For example, one may want to use the data to plan
future experiments, or one may want to compare the data with some other
results and perhaps estimate a correlation coefficient. In either of
these problems, the use of a negative, or even a zero, estimate is
unacceptable. Thus, a Bayes or formal Bayes estimate must be used.
The formal Bayes estimates considered in chapter 2 are scale and loca-
tion invariant estimates with what I feel are adequate mean squared
error properties. The theoretical considerations in chapter 2 certainly
indicate that no estimate can be substantially better than $\Phi(-1)$
(given by (2.2.11) for $a = b = -1$). Numerical calculations (Table I)
indicate that other estimates are better than $\Phi(-1)$ only very near
\[ \frac{\sigma_e}{\sigma + \sigma_a} = 1. \] Elsewhere, \( \varphi(-1) \) is just as good and is actually a substantial improvement for small and moderate sample sizes when \( \frac{\sigma}{\sigma + \sigma_a} \) is between .5 and .8. Thus, unless we really believe \( \frac{\sigma}{\sigma + \sigma_a} \approx 0 \), use of \( \varphi(-1) \) seems strongly indicated. Furthermore, if we actually have strong prior belief that \( \frac{\sigma_a}{\sigma + \sigma_a} \approx 0 \) then we could use one of the other \( \varphi(b) \) for \( b > -1 \), which will do better at \( \frac{\sigma}{\sigma + \sigma_a} = 0 \) in exchange for worse behavior at \( \frac{\sigma_a}{\sigma + \sigma_a} = 1. \)

Recommendation of the formal Bayes estimators of \( \sigma_e \) does not seem quite as strongly indicated, primarily because of the computational difficulty in calculating them. In this case, a single \( \varphi_b \) can not be recommended at all. However, table II of the appendix shows that for each \( I \) and \( J \), there is a \( b \) such that \( \varphi_b \) has smaller mean squared error than any other suggested estimate except very near \( \frac{\sigma}{\sigma + \sigma_a} = 0 \) (i.e., for \( \frac{\sigma}{\sigma + \sigma_a} < .1 \)). Furthermore, use of the appropriate \( \varphi_b \) can lead to improvement of up to 20\% in mean squared error. Thus, one can reasonably recommend the use of a formal Bayes estimator of \( \sigma_e \), although more extensive numerical calculations would be necessary to pinpoint the best one in any particular case (integral values for the coefficients are not actually required). Nonetheless, the maximum likelihood estimate (A.6) or the related estimate (A.7) are nearly as good and somewhat easier to calculate.

In conclusion, formal Bayes invariant procedures appear to offer reasonable improvements over previously considered rules in certain multi-parameter problems; and consideration of them is certainly highly recommended, especially in the estimation of parameters whose values are more restricted than the values of natural estimators.
Appendix

Numerical Calculations of Mean Squared Errors for Estimators of $\sigma_a$ and $\sigma_e$

A computer program was used to calculate expectations with respect to the following distributions

\begin{align*}
S_1 &\sim \sigma_a \chi^2_{I(J-1)} \quad \text{and} \quad S_2 \sim (\sigma_e + J\sigma_a) \chi^2_{I-1}.
\end{align*}

Table I and table II give the following expectation as a function of $\frac{\sigma_a}{\sigma_e + \sigma_a}$ for estimators $\varphi$ of $\sigma_a$ and $\sigma_e$ respectively:

\begin{align*}
\text{Mean Squared Error} &= \frac{1}{(\sigma_e + \sigma_a)^2} E(\varphi, \varphi_0)(\varphi - \sigma)^2
\end{align*}

(where $\sigma = \sigma_e$ in table I and $\sigma = \sigma_a$ in table II). This form of the risk was chosen so that results could be directly compared to those in Klotz and Milton (1967).

In table I, we compare the above risk of formal Bayes estimators $\varphi_b$ defined by (2.2.11) for $a = -1$ and the listed values of $b$ with values for the following estimators given in Klotz and Milton (1967):

\begin{align*}
\varphi^{(1)}(S_1, S_2) &= \frac{1}{J} \left[ \frac{S_2}{I+1} - \frac{S_1}{I(J-1)} \right]^+ \\
\varphi^{(2)}(S_1, S_2) &= \frac{1}{J} \left[ \frac{S_2}{I+2} - \frac{S_1}{I(J-1)+2} \right]^+ \\
\varphi^{(3)}(S_1, S_2) &= \frac{1}{J} \left[ \frac{S_2}{I+1} - \frac{S_1}{I(J-1)-2} \right]^+
\end{align*}

where $[x]^+ = \max(x, 0)$. 
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In table II we compare the risk of formal Bayes estimators $\varphi_b$ defined by (3.1.6) for $a = -1$ and the listed values of $b$ with values for the following estimators:

(A.6) \[ \varphi^{(4)}(s_1, s_2) = \min \left( \frac{s_1}{I(J-1)}, \frac{s_1 + s_2}{IJ} \right) \]

(A.7) \[ \varphi^{(5)}(s_1, s_2) = \min \left( \frac{s_1}{I(J-1)+2}, \frac{s_1 + s_2}{IJ+4} \right) \]

(A.8) \[ \varphi^{(6)}(s_1, s_2) = \min \left( \frac{s_1}{I(J-1)+1}, \frac{s_1 + s_2}{IJ+4} \right) \]

Here (A.6) is the maximum likelihood estimate.
**TABLE I**

Mean Squared Errors of Estimates of $\sigma_a = \frac{1}{\sigma_e + \sigma_a} E(\varphi - \sigma_a)^2$

$I = 4 \quad J = 2$

<table>
<thead>
<tr>
<th>$\frac{\sigma_a}{\sigma_e + \sigma_a}$</th>
<th>A.3</th>
<th>A.4</th>
<th>A.5</th>
<th>b = 1</th>
<th>b = $-\frac{1}{2}$</th>
<th>b = 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>.0352</td>
<td>.0305</td>
<td>.0151</td>
<td>.0941</td>
<td>.0585</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>.0417</td>
<td>.0335</td>
<td>.0244</td>
<td>.0653</td>
<td>.0345</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>.0613</td>
<td>.0491</td>
<td>.0501</td>
<td>.0534</td>
<td>.0279</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>.0917</td>
<td>.0755</td>
<td>.0901</td>
<td>.0577</td>
<td>.0379</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>.1305</td>
<td>.1108</td>
<td>.1414</td>
<td>.0775</td>
<td>.0640</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>.1750</td>
<td>.1530</td>
<td>.2005</td>
<td>.1118</td>
<td>.1052</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>.2226</td>
<td>.2004</td>
<td>.2618</td>
<td>.1593</td>
<td>.1601</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>.2705</td>
<td>.2515</td>
<td>.3195</td>
<td>.2180</td>
<td>.2267</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>.3168</td>
<td>.3049</td>
<td>.3661</td>
<td>.2847</td>
<td>.3015</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>.3598</td>
<td>.3599</td>
<td>.3938</td>
<td>.3529</td>
<td>.3767</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.4000</td>
<td>.4167</td>
<td>.4000</td>
<td>.4000</td>
<td>.4167</td>
<td></td>
</tr>
</tbody>
</table>

$I = 4 \quad J = 4$

<table>
<thead>
<tr>
<th>$\frac{\sigma_a}{\sigma_e + \sigma_a}$</th>
<th>A.3</th>
<th>A.4</th>
<th>A.5</th>
<th>b = 1</th>
<th>b = $-\frac{1}{2}$</th>
<th>b = 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>.0060</td>
<td>.0040</td>
<td>.0044</td>
<td>.0239</td>
<td>.0150</td>
<td>.0101</td>
</tr>
<tr>
<td>0.1</td>
<td>.0156</td>
<td>.0122</td>
<td>.0143</td>
<td>.0139</td>
<td>.0068</td>
<td>.0039</td>
</tr>
<tr>
<td>0.2</td>
<td>.0371</td>
<td>.0327</td>
<td>.0374</td>
<td>.0195</td>
<td>.0145</td>
<td>.0140</td>
</tr>
<tr>
<td>0.3</td>
<td>.0672</td>
<td>.0623</td>
<td>.0696</td>
<td>.0392</td>
<td>.0368</td>
<td>.0393</td>
</tr>
<tr>
<td>0.4</td>
<td>.1033</td>
<td>.0989</td>
<td>.1081</td>
<td>.0714</td>
<td>.0719</td>
<td>.0783</td>
</tr>
<tr>
<td>0.5</td>
<td>.1442</td>
<td>.1410</td>
<td>.1507</td>
<td>.1143</td>
<td>.1182</td>
<td>.1289</td>
</tr>
<tr>
<td>0.6</td>
<td>.1888</td>
<td>.1878</td>
<td>.1963</td>
<td>.1656</td>
<td>.1732</td>
<td>.1891</td>
</tr>
<tr>
<td>0.7</td>
<td>.2367</td>
<td>.2388</td>
<td>.2441</td>
<td>.2228</td>
<td>.2342</td>
<td>.2556</td>
</tr>
<tr>
<td>0.8</td>
<td>.2877</td>
<td>.2938</td>
<td>.2939</td>
<td>.2830</td>
<td>.2978</td>
<td>.3247</td>
</tr>
<tr>
<td>0.9</td>
<td>.3420</td>
<td>.3530</td>
<td>.3456</td>
<td>.3429</td>
<td>.3599</td>
<td>.3912</td>
</tr>
<tr>
<td>1.0</td>
<td>.4000</td>
<td>.4167</td>
<td>.4000</td>
<td>.4000</td>
<td>.4167</td>
<td>.4490</td>
</tr>
</tbody>
</table>
### $I = 4 \quad J = 8$

<table>
<thead>
<tr>
<th>$\frac{\sigma_a}{\sigma_e + \sigma_a}$</th>
<th>A.3</th>
<th>A.4</th>
<th>A.5</th>
<th>b=-1</th>
<th>b=-0.5</th>
<th>b=0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>.0013</td>
<td>.0007</td>
<td>.0011</td>
<td>.0061</td>
<td>.0038</td>
<td>.0026</td>
</tr>
<tr>
<td>0.1</td>
<td>.0098</td>
<td>.0087</td>
<td>.0098</td>
<td>.0048</td>
<td>.0034</td>
<td>.0032</td>
</tr>
<tr>
<td>0.2</td>
<td>.0284</td>
<td>.0274</td>
<td>.0298</td>
<td>.0174</td>
<td>.0171</td>
<td>.0185</td>
</tr>
<tr>
<td>0.3</td>
<td>.0542</td>
<td>.0540</td>
<td>.0552</td>
<td>.0414</td>
<td>.0425</td>
<td>.0462</td>
</tr>
<tr>
<td>0.4</td>
<td>.0862</td>
<td>.0872</td>
<td>.0876</td>
<td>.0746</td>
<td>.0776</td>
<td>.0842</td>
</tr>
<tr>
<td>0.5</td>
<td>.1240</td>
<td>.1267</td>
<td>.1257</td>
<td>.1153</td>
<td>.1204</td>
<td>.1306</td>
</tr>
<tr>
<td>0.6</td>
<td>.1676</td>
<td>.1723</td>
<td>.1693</td>
<td>.1623</td>
<td>.1697</td>
<td>.1839</td>
</tr>
<tr>
<td>0.7</td>
<td>.2169</td>
<td>.2240</td>
<td>.2185</td>
<td>.2145</td>
<td>.2244</td>
<td>.2429</td>
</tr>
<tr>
<td>0.8</td>
<td>.2720</td>
<td>.2820</td>
<td>.2732</td>
<td>.2717</td>
<td>.2839</td>
<td>.3069</td>
</tr>
<tr>
<td>0.9</td>
<td>.3330</td>
<td>.3461</td>
<td>.3357</td>
<td>.3334</td>
<td>.3479</td>
<td>.3755</td>
</tr>
<tr>
<td>1.0</td>
<td>.4000</td>
<td>.4167</td>
<td>.4000</td>
<td>.4000</td>
<td>.4167</td>
<td>.4490</td>
</tr>
</tbody>
</table>

### $I = 4 \quad J = 10$

<table>
<thead>
<tr>
<th>$\frac{\sigma_a}{\sigma_e + \sigma_a}$</th>
<th>A.3</th>
<th>A.4</th>
<th>A.5</th>
<th>b=-1</th>
<th>b=-0.5</th>
<th>b=0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>.0008</td>
<td>.0004</td>
<td>.0007</td>
<td>.0039</td>
<td>.0025</td>
<td>.0017</td>
</tr>
<tr>
<td>0.1</td>
<td>.0088</td>
<td>.0081</td>
<td>.0089</td>
<td>.0043</td>
<td>.0035</td>
<td>.0036</td>
</tr>
<tr>
<td>0.2</td>
<td>.0264</td>
<td>.0261</td>
<td>.0268</td>
<td>.0179</td>
<td>.0180</td>
<td>.0196</td>
</tr>
<tr>
<td>0.3</td>
<td>.0511</td>
<td>.0516</td>
<td>.0518</td>
<td>.0420</td>
<td>.0434</td>
<td>.0471</td>
</tr>
<tr>
<td>0.4</td>
<td>.0822</td>
<td>.0839</td>
<td>.0831</td>
<td>.0745</td>
<td>.0776</td>
<td>.0840</td>
</tr>
<tr>
<td>0.5</td>
<td>.1195</td>
<td>.1228</td>
<td>.1205</td>
<td>.1140</td>
<td>.1191</td>
<td>.1289</td>
</tr>
<tr>
<td>0.6</td>
<td>.1630</td>
<td>.1683</td>
<td>.1641</td>
<td>.1599</td>
<td>.1670</td>
<td>.1807</td>
</tr>
<tr>
<td>0.7</td>
<td>.2128</td>
<td>.2204</td>
<td>.2137</td>
<td>.2115</td>
<td>.2209</td>
<td>.2388</td>
</tr>
<tr>
<td>0.8</td>
<td>.2688</td>
<td>.2791</td>
<td>.2696</td>
<td>.2687</td>
<td>.2805</td>
<td>.3028</td>
</tr>
<tr>
<td>0.9</td>
<td>.3312</td>
<td>.3445</td>
<td>.3316</td>
<td>.3315</td>
<td>.3456</td>
<td>.3728</td>
</tr>
<tr>
<td>1.0</td>
<td>.4000</td>
<td>.4167</td>
<td>.4000</td>
<td>.4000</td>
<td>.4167</td>
<td>.4490</td>
</tr>
</tbody>
</table>
### $I = 10 \quad J = 4$

<table>
<thead>
<tr>
<th>$\sigma_a$</th>
<th>$e + \sigma a$</th>
<th>A.3</th>
<th>A.4</th>
<th>A.5</th>
<th>b=−1</th>
<th>b=−$\frac{1}{2}$</th>
<th>b=0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0042</td>
<td>0.0034</td>
<td>0.0035</td>
<td>0.0123</td>
<td>0.0092</td>
<td>0.0071</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.0114</td>
<td>0.0099</td>
<td>0.0110</td>
<td>0.0077</td>
<td>0.0051</td>
<td>0.0036</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>0.0245</td>
<td>0.0229</td>
<td>0.0250</td>
<td>0.0142</td>
<td>0.0124</td>
<td>0.0121</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.0393</td>
<td>0.0379</td>
<td>0.0407</td>
<td>0.0283</td>
<td>0.0278</td>
<td>0.0292</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0.0549</td>
<td>0.0539</td>
<td>0.0568</td>
<td>0.0468</td>
<td>0.0479</td>
<td>0.0515</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.0715</td>
<td>0.0712</td>
<td>0.0736</td>
<td>0.0674</td>
<td>0.0700</td>
<td>0.0761</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>0.0896</td>
<td>0.0902</td>
<td>0.0915</td>
<td>0.0887</td>
<td>0.0926</td>
<td>0.1006</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>0.1096</td>
<td>0.1111</td>
<td>0.1111</td>
<td>0.1102</td>
<td>0.1151</td>
<td>0.1252</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>0.1315</td>
<td>0.1343</td>
<td>0.1327</td>
<td>0.1325</td>
<td>0.1379</td>
<td>0.1494</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0.1556</td>
<td>0.1597</td>
<td>0.1562</td>
<td>0.1562</td>
<td>0.1618</td>
<td>0.1744</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>0.1818</td>
<td>0.1875</td>
<td>0.1818</td>
<td>0.1818</td>
<td>0.1875</td>
<td>0.2012</td>
<td></td>
</tr>
</tbody>
</table>

### $I = 10 \quad J = 10$

<table>
<thead>
<tr>
<th>$\sigma_a$</th>
<th>$e + \sigma a$</th>
<th>A.3</th>
<th>A.4</th>
<th>A.5</th>
<th>b=−1</th>
<th>b=−$\frac{1}{2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0006</td>
<td>0.0004</td>
<td>0.0005</td>
<td>0.0019</td>
<td>0.0014</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.0056</td>
<td>0.0054</td>
<td>0.0057</td>
<td>0.0036</td>
<td>0.0032</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>0.0140</td>
<td>0.0141</td>
<td>0.0142</td>
<td>0.0121</td>
<td>0.0123</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.0249</td>
<td>0.0254</td>
<td>0.0251</td>
<td>0.0240</td>
<td>0.0246</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0.0385</td>
<td>0.0394</td>
<td>0.0388</td>
<td>0.0383</td>
<td>0.0397</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.0550</td>
<td>0.0565</td>
<td>0.0553</td>
<td>0.0551</td>
<td>0.0572</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>0.0745</td>
<td>0.0766</td>
<td>0.0747</td>
<td>0.0747</td>
<td>0.0771</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>0.0969</td>
<td>0.0997</td>
<td>0.0971</td>
<td>0.0971</td>
<td>0.1003</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>0.1223</td>
<td>0.1259</td>
<td>0.1224</td>
<td>0.1224</td>
<td>0.1263</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0.1506</td>
<td>0.1552</td>
<td>0.1506</td>
<td>0.1506</td>
<td>0.1554</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>0.1818</td>
<td>0.1875</td>
<td>0.1818</td>
<td>0.1818</td>
<td>0.1875</td>
<td></td>
</tr>
</tbody>
</table>
### TABLE II

Mean Squared Errors of Estimates of $\sigma_e$: $\frac{1}{(\sigma_e^2 + \sigma_a^2)} E(\varphi - \sigma_e)^2$

$I = 4 \quad J = 2$

<table>
<thead>
<tr>
<th>$\frac{\sigma_a}{\sigma_e^2 + \sigma_a^2}$</th>
<th>A.6</th>
<th>A.7</th>
<th>A.8</th>
<th>b = -2.00</th>
<th>b = -1.50</th>
<th>b = -1.30</th>
<th>b = -1.20</th>
<th>b = -1.00</th>
<th>b = -0.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.2735</td>
<td>0.3407</td>
<td>0.3206</td>
<td>0.2749</td>
<td>0.2642</td>
<td>0.2625</td>
<td>0.2622</td>
<td>0.2629</td>
<td>0.2727</td>
</tr>
<tr>
<td>0.1</td>
<td>0.2294</td>
<td>0.2687</td>
<td>0.2500</td>
<td>0.2227</td>
<td>0.2140</td>
<td>0.2126</td>
<td>0.2124</td>
<td>0.2130</td>
<td>0.2209</td>
</tr>
<tr>
<td>0.2</td>
<td>0.1905</td>
<td>0.2079</td>
<td>0.1918</td>
<td>0.1760</td>
<td>0.1691</td>
<td>0.1680</td>
<td>0.1678</td>
<td>0.1683</td>
<td>0.1745</td>
</tr>
<tr>
<td>0.3</td>
<td>0.1550</td>
<td>0.1569</td>
<td>0.1441</td>
<td>0.1347</td>
<td>0.1295</td>
<td>0.1286</td>
<td>0.1285</td>
<td>0.1288</td>
<td>0.1336</td>
</tr>
<tr>
<td>0.4</td>
<td>0.1221</td>
<td>0.1143</td>
<td>0.1053</td>
<td>0.0990</td>
<td>0.0951</td>
<td>0.0945</td>
<td>0.0944</td>
<td>0.0947</td>
<td>0.0982</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0914</td>
<td>0.0793</td>
<td>0.0738</td>
<td>0.0687</td>
<td>0.0660</td>
<td>0.0656</td>
<td>0.0655</td>
<td>0.0657</td>
<td>0.0682</td>
</tr>
<tr>
<td>0.6</td>
<td>0.0652</td>
<td>0.0509</td>
<td>0.0484</td>
<td>0.0440</td>
<td>0.0423</td>
<td>0.0420</td>
<td>0.0420</td>
<td>0.0421</td>
<td>0.0436</td>
</tr>
<tr>
<td>0.7</td>
<td>0.0383</td>
<td>0.0289</td>
<td>0.0283</td>
<td>0.0247</td>
<td>0.0238</td>
<td>0.0236</td>
<td>0.0236</td>
<td>0.0237</td>
<td>0.0245</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0182</td>
<td>0.0130</td>
<td>0.0132</td>
<td>0.0110</td>
<td>0.0106</td>
<td>0.0105</td>
<td>0.0105</td>
<td>0.0105</td>
<td>0.0109</td>
</tr>
<tr>
<td>0.9</td>
<td>0.0048</td>
<td>0.0033</td>
<td>0.0035</td>
<td>0.0027</td>
<td>0.0026</td>
<td>0.0026</td>
<td>0.0026</td>
<td>0.0026</td>
<td>0.0027</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

$I = 4 \quad J = 4$

<table>
<thead>
<tr>
<th>$\frac{\sigma_a}{\sigma_e^2 + \sigma_a^2}$</th>
<th>A.6</th>
<th>A.7</th>
<th>A.8</th>
<th>b = -2.50</th>
<th>b = -2.25</th>
<th>b = -2.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.1284</td>
<td>0.1508</td>
<td>0.1463</td>
<td>0.1340</td>
<td>0.1336</td>
<td>0.1342</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1082</td>
<td>0.1161</td>
<td>0.1113</td>
<td>0.1085</td>
<td>0.1082</td>
<td>0.1088</td>
</tr>
<tr>
<td>0.2</td>
<td>0.0895</td>
<td>0.0895</td>
<td>0.0854</td>
<td>0.0858</td>
<td>0.0855</td>
<td>0.0859</td>
</tr>
<tr>
<td>0.3</td>
<td>0.0714</td>
<td>0.0678</td>
<td>0.0651</td>
<td>0.0657</td>
<td>0.0655</td>
<td>0.0658</td>
</tr>
<tr>
<td>0.4</td>
<td>0.0544</td>
<td>0.0498</td>
<td>0.0484</td>
<td>0.0482</td>
<td>0.0481</td>
<td>0.0483</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0389</td>
<td>0.0348</td>
<td>0.0342</td>
<td>0.0335</td>
<td>0.0334</td>
<td>0.0336</td>
</tr>
<tr>
<td>0.6</td>
<td>0.0255</td>
<td>0.0224</td>
<td>0.0223</td>
<td>0.0215</td>
<td>0.0214</td>
<td>0.0215</td>
</tr>
<tr>
<td>0.7</td>
<td>0.0146</td>
<td>0.0127</td>
<td>0.0128</td>
<td>0.0121</td>
<td>0.0120</td>
<td>0.0121</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0066</td>
<td>0.0057</td>
<td>0.0058</td>
<td>0.0054</td>
<td>0.0053</td>
<td>0.0054</td>
</tr>
<tr>
<td>0.9</td>
<td>0.0017</td>
<td>0.0014</td>
<td>0.0015</td>
<td>0.0013</td>
<td>0.0013</td>
<td>0.0013</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>
### $I = 4 \quad J = 8$

<table>
<thead>
<tr>
<th>$\sigma_a$</th>
<th>$\frac{\sigma_{x}}{\sigma_{e} + \sigma_{a}}$</th>
<th>A.6</th>
<th>A.7</th>
<th>A.8</th>
<th>b=-3.00</th>
<th>b=-2.75</th>
<th>b=-2.50</th>
<th>b=-2.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>.0631</td>
<td>.0700</td>
<td>.0690</td>
<td>.0658</td>
<td>.0656</td>
<td>.0657</td>
<td>.0672</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>.0531</td>
<td>.0537</td>
<td>.0525</td>
<td>.0533</td>
<td>.0531</td>
<td>.0532</td>
<td>.0545</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>.0433</td>
<td>.0420</td>
<td>.0412</td>
<td>.0421</td>
<td>.0420</td>
<td>.0421</td>
<td>.0430</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>.0338</td>
<td>.0322</td>
<td>.0318</td>
<td>.0323</td>
<td>.0321</td>
<td>.0322</td>
<td>.0329</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>.0251</td>
<td>.0237</td>
<td>.0236</td>
<td>.0237</td>
<td>.0236</td>
<td>.0237</td>
<td>.0242</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>.0176</td>
<td>.0165</td>
<td>.0166</td>
<td>.0165</td>
<td>.0164</td>
<td>.0164</td>
<td>.0168</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>.0113</td>
<td>.0106</td>
<td>.0107</td>
<td>.0105</td>
<td>.0105</td>
<td>.0105</td>
<td>.0108</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>.0064</td>
<td>.0060</td>
<td>.0060</td>
<td>.0059</td>
<td>.0059</td>
<td>.0059</td>
<td>.0061</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>.0029</td>
<td>.0027</td>
<td>.0027</td>
<td>.0026</td>
<td>.0026</td>
<td>.0026</td>
<td>.0027</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>.0007</td>
<td>.0007</td>
<td>.0007</td>
<td>.0007</td>
<td>.0007</td>
<td>.0007</td>
<td>.0007</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td></td>
</tr>
</tbody>
</table>

### $I = 4 \quad J = 10$

<table>
<thead>
<tr>
<th>$\sigma_a$</th>
<th>$\frac{\sigma_{x}}{\sigma_{e} + \sigma_{a}}$</th>
<th>A.6</th>
<th>A.7</th>
<th>A.8</th>
<th>b=-3.00</th>
<th>b=-2.80</th>
<th>b=-2.50</th>
<th>b=-2.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>.0504</td>
<td>.0550</td>
<td>.0544</td>
<td>.0522</td>
<td>.0521</td>
<td>.0523</td>
<td>.0535</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>.0423</td>
<td>.0423</td>
<td>.0416</td>
<td>.0423</td>
<td>.0422</td>
<td>.0424</td>
<td>.0433</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>.0343</td>
<td>.0332</td>
<td>.0328</td>
<td>.0334</td>
<td>.0333</td>
<td>.0335</td>
<td>.0342</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>.0266</td>
<td>.0255</td>
<td>.0254</td>
<td>.0256</td>
<td>.0255</td>
<td>.0256</td>
<td>.0262</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>.0197</td>
<td>.0188</td>
<td>.0188</td>
<td>.0188</td>
<td>.0188</td>
<td>.0188</td>
<td>.0192</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>.0138</td>
<td>.0131</td>
<td>.0131</td>
<td>.0130</td>
<td>.0130</td>
<td>.0131</td>
<td>.0134</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>.0088</td>
<td>.0084</td>
<td>.0085</td>
<td>.0084</td>
<td>.0083</td>
<td>.0084</td>
<td>.0086</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>.0050</td>
<td>.0047</td>
<td>.0048</td>
<td>.0047</td>
<td>.0047</td>
<td>.0047</td>
<td>.0048</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>.0022</td>
<td>.0021</td>
<td>.0021</td>
<td>.0021</td>
<td>.0021</td>
<td>.0021</td>
<td>.0021</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>.0006</td>
<td>.0005</td>
<td>.0005</td>
<td>.0005</td>
<td>.0005</td>
<td>.0005</td>
<td>.0005</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td></td>
</tr>
</tbody>
</table>
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### $I = 10$  
### $J = 4$

<table>
<thead>
<tr>
<th>$\sigma_a$</th>
<th>$\sigma e^a_a$</th>
<th>$\sigma e^a_a$</th>
<th>$\sigma e^a_a$</th>
<th>$\sigma e^a_a$</th>
<th>$\sigma e^a_a$</th>
<th>$\sigma e^a_a$</th>
<th>$\sigma e^a_a$</th>
<th>$\sigma e^a_a$</th>
<th>$\sigma e^a_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0541</td>
<td>0.0608</td>
<td>0.0507</td>
<td>0.0612</td>
<td>0.0608</td>
<td>0.0610</td>
<td>0.0628</td>
<td>0.0608</td>
<td>0.0610</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0467</td>
<td>0.0471</td>
<td>0.0451</td>
<td>0.0496</td>
<td>0.0494</td>
<td>0.0496</td>
<td>0.0508</td>
<td>0.0494</td>
<td>0.0496</td>
</tr>
<tr>
<td>0.2</td>
<td>0.0394</td>
<td>0.0378</td>
<td>0.0367</td>
<td>0.0392</td>
<td>0.0390</td>
<td>0.0392</td>
<td>0.0402</td>
<td>0.0390</td>
<td>0.0392</td>
</tr>
<tr>
<td>0.3</td>
<td>0.0315</td>
<td>0.0296</td>
<td>0.0293</td>
<td>0.0300</td>
<td>0.0299</td>
<td>0.0300</td>
<td>0.0308</td>
<td>0.0299</td>
<td>0.0300</td>
</tr>
<tr>
<td>0.4</td>
<td>0.0236</td>
<td>0.0222</td>
<td>0.0222</td>
<td>0.0220</td>
<td>0.0220</td>
<td>0.0220</td>
<td>0.0226</td>
<td>0.0220</td>
<td>0.0220</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0166</td>
<td>0.0155</td>
<td>0.0157</td>
<td>0.0153</td>
<td>0.0153</td>
<td>0.0153</td>
<td>0.0157</td>
<td>0.0153</td>
<td>0.0153</td>
</tr>
<tr>
<td>0.6</td>
<td>0.0106</td>
<td>0.0100</td>
<td>0.0101</td>
<td>0.0098</td>
<td>0.0098</td>
<td>0.0098</td>
<td>0.0100</td>
<td>0.0098</td>
<td>0.0098</td>
</tr>
<tr>
<td>0.7</td>
<td>0.0060</td>
<td>0.0056</td>
<td>0.0057</td>
<td>0.0055</td>
<td>0.0055</td>
<td>0.0055</td>
<td>0.0056</td>
<td>0.0055</td>
<td>0.0055</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0027</td>
<td>0.0025</td>
<td>0.0025</td>
<td>0.0024</td>
<td>0.0024</td>
<td>0.0024</td>
<td>0.0025</td>
<td>0.0024</td>
<td>0.0024</td>
</tr>
<tr>
<td>0.9</td>
<td>0.0007</td>
<td>0.0006</td>
<td>0.0006</td>
<td>0.0006</td>
<td>0.0006</td>
<td>0.0006</td>
<td>0.0006</td>
<td>0.0006</td>
<td>0.0006</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

### $I = 10$  
### $J = 10$

<table>
<thead>
<tr>
<th>$\sigma_a$</th>
<th>$\sigma e^a_a$</th>
<th>$\sigma e^a_a$</th>
<th>$\sigma e^a_a$</th>
<th>$\sigma e^a_a$</th>
<th>$\sigma e^a_a$</th>
<th>$\sigma e^a_a$</th>
<th>$\sigma e^a_a$</th>
<th>$\sigma e^a_a$</th>
<th>$\sigma e^a_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0205</td>
<td>0.0216</td>
<td>0.0213</td>
<td>0.0217</td>
<td>0.0217</td>
<td>0.0218</td>
<td>0.0222</td>
<td>0.0217</td>
<td>0.0218</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0176</td>
<td>0.0172</td>
<td>0.0171</td>
<td>0.0176</td>
<td>0.0176</td>
<td>0.0177</td>
<td>0.0180</td>
<td>0.0176</td>
<td>0.0177</td>
</tr>
<tr>
<td>0.2</td>
<td>0.0141</td>
<td>0.0138</td>
<td>0.0138</td>
<td>0.0139</td>
<td>0.0139</td>
<td>0.0140</td>
<td>0.0142</td>
<td>0.0139</td>
<td>0.0140</td>
</tr>
<tr>
<td>0.3</td>
<td>0.0109</td>
<td>0.0106</td>
<td>0.0107</td>
<td>0.0106</td>
<td>0.0106</td>
<td>0.0107</td>
<td>0.0109</td>
<td>0.0106</td>
<td>0.0107</td>
</tr>
<tr>
<td>0.4</td>
<td>0.0080</td>
<td>0.0078</td>
<td>0.0079</td>
<td>0.0078</td>
<td>0.0078</td>
<td>0.0079</td>
<td>0.0080</td>
<td>0.0078</td>
<td>0.0079</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0056</td>
<td>0.0054</td>
<td>0.0055</td>
<td>0.0054</td>
<td>0.0054</td>
<td>0.0055</td>
<td>0.0055</td>
<td>0.0054</td>
<td>0.0055</td>
</tr>
<tr>
<td>0.6</td>
<td>0.0036</td>
<td>0.0035</td>
<td>0.0035</td>
<td>0.0035</td>
<td>0.0035</td>
<td>0.0035</td>
<td>0.0036</td>
<td>0.0035</td>
<td>0.0035</td>
</tr>
<tr>
<td>0.7</td>
<td>0.0020</td>
<td>0.0020</td>
<td>0.0020</td>
<td>0.0020</td>
<td>0.0020</td>
<td>0.0020</td>
<td>0.0020</td>
<td>0.0020</td>
<td>0.0020</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
<td>0.0009</td>
</tr>
<tr>
<td>0.9</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>
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