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1. Introduction.

Recently several people have been interested in inference about the regression intercept $\gamma$ in the two-phase regression model

$$E(x_i) = \begin{cases} 
\theta + \beta_0 (u_i - \gamma) & (i=1, \ldots, \tau) \\
\theta + \beta_1 (u_i - \gamma) & (i=\tau+1, \ldots, T) 
\end{cases}$$

where $u_1 \leq \gamma < u_{\tau+1}$ and the $x_i$ are assumed to be independent normal with constant variance $\sigma^2$. The parameters $\theta$, $\beta_0$, $\beta_1$, $\gamma$, $\tau$ (and usually $\sigma^2$) are all unknown. Hudson (1966) and Hinkley (1969) have discussed procedures for computing the maximum likelihood estimates. Sylwester (1965) in unpublished work has proved the asymptotic normality of these estimates, and Hinkley (1969) derived an asymptotic distribution for the maximum likelihood estimate (MLE) $\hat{\gamma}$ which is a better moderate sample approximation.

The present paper is directed toward the application of the estimation procedure and associated inference procedures. The motivation is a set of data that will be examined where a major hypothesis is that $\beta_1 = 0$, and where inference about $\gamma$ and $\theta$ is of interest. Indeed, one would suspect this to be a fairly typical two-phase problem. In sections 2 and 3 respectively we outline the procedures for computing the MLE's and constructing confidence intervals, in each case for $\beta_1 = 0$ and $\beta_1$ unknown. (Note that $\beta_1 = 0$ covers all cases where $\beta_1$ is known by a
rotation of the model about \((\gamma, \theta)\). Section 4 covers the construction of joint confidence regions for \(\gamma\) and \(\theta\). For the numerical example in Section 5 we examine the accuracy of distributional approximations by Monte Carlo.

2. Estimation Procedures.

The estimation procedure for unknown \(\beta_1\) has been discussed both by Hudson (1966) and Hinkley (1969). Here we give a summary of their procedure and set up the corresponding procedure for the case \(\beta_1 = 0\).

2.1 Unknown \(\beta_1\)

Let \(\tilde{\beta}_{ot}, \tilde{\beta}_{1t}\) and \(\tilde{\gamma}_t\) denote the unconstrained least squares estimates of \(\beta_0, \beta_1\) and \(\gamma\) for the model (1.1) conditional on \(\tau = t\). Then the MLE \(\hat{\gamma}\) maximizes the piecewise continuous function \(Z(y)\) where

\[
Z(y) = \frac{C_t - D_t(\tilde{\gamma}_t + y) + E_t \tilde{\gamma}_t y}{(C_t - 2D_t y + E_t y^2)} \cdot \frac{(\tilde{\beta}_{ot} - \tilde{\beta}_{1t})^2}{C_{uu}, T}
\]

\((u_t \leq y \leq u_{t+1}; t=2, \ldots, t-2)\)

The coefficients \(C_t, D_t\) and \(E_t\) are defined by

\[
C_t = C_{uu,t} C_{*}, C_{uu,t} + \frac{tt^{*}}{T} (\bar{u}_t C_{*}, C_{uu,t} + \bar{u}^{*2}_t C_{uu,t}),
\]

\[
D_t = \frac{tt^{*}}{T} (\bar{u}_t C_{*}, C_{uu,t} + \bar{u}^{*}_t C_{uu,t})
\]
and

\[ E_t = \frac{tt^*}{T}(C_{uu,t} + C_{uu,t}^*), \]

where \( \tilde{u}_t, C_{uu,t} \) and \( \tilde{u}_t^*, C_{uu,t}^* \) are the mean and corrected sum of squares of \( (u_{t}, \ldots, u_{t}) \) and \( (u_{t+1}, \ldots, u_{T}) \) respectively and \( t + t^* = T \).

The simplest way to compute \( \hat{\gamma} \) is as follows, starting with \( t = 2 \),

(i) if \( u_t \leq \widetilde{\gamma}_t \leq u_{t+1} \) compute \( Z(\widetilde{\gamma}_t) \)

(ii) if not, compute \( Z(u_t) \) and \( Z(u_{t+1}) \).

Doing this for \( t \) up to \( T-2 \), the overall maximum occurs at \( \hat{\gamma} \).

The MLE's \( \hat{\beta}_o \) and \( \hat{\beta}_l \) satisfy

\[
\begin{bmatrix}
C_{uu,t} + \frac{tt^*}{T}(\tilde{u}_t - y)^2 - \frac{tt^*}{T}(\tilde{u}_t - y)(\tilde{u}_t^* - y) \\
- \frac{tt^*}{T}(\tilde{u}_t - y)(\tilde{u}_t^* - y) & C_{uu,t}^* + \frac{tt^*}{T}(\tilde{u}_t^* - y)^2
\end{bmatrix}
\begin{bmatrix}
\hat{\beta}_o \\
\hat{\beta}_l
\end{bmatrix}
\]

\[
= \begin{bmatrix}
C_{uu,t} + \frac{tt^*}{T}(\tilde{u}_t - \hat{\gamma}_t)(\tilde{u}_t - y) - \frac{tt^*}{T}(\tilde{u}_t^* - \hat{\gamma}_t)(\tilde{u}_t - y) \\
- \frac{tt^*}{T}(\tilde{u}_t - \hat{\gamma}_t)(\tilde{u}_t^* - y) & C_{uu,t}^* + \frac{tt^*}{T}(\tilde{u}_t^* - \hat{\gamma}_t)(\tilde{u}_t^* - y)
\end{bmatrix}
\begin{bmatrix}
\tilde{\beta}_{to} \\
\tilde{\beta}_{lt}
\end{bmatrix}
\]

with \( t = \hat{t} \) and \( y = \hat{\gamma}_3 \) note that \( u_{\hat{t}} \leq \hat{\gamma} < u_{\hat{t}+1} \). If \( \hat{\gamma} = \hat{\gamma}_s \),

then \( (\hat{\beta}_o, \hat{\beta}_l) = (\tilde{\beta}_{os}, \tilde{\beta}_{ls}) \).
The MLE of $\theta$ is

$$\hat{\theta} = \bar{x}_T - \frac{1}{T} \{ \hat{\beta}_0 \hat{\tau}(\bar{u}_T - \gamma) + \hat{\beta}_1 \hat{\tau}^*(\bar{u}_T^* - \gamma) \},$$

and the residual sum of squares about the fitted regression is

$$(2.2) \quad S = \sum_{i=1}^{T} (x_i - \bar{x}_T)^2 - \hat{\beta}_0 \hat{\tau} c_{uu, T} - Z(\hat{\gamma}),$$

where $\bar{x}_T = \frac{1}{T} \sum_{i=1}^{T} x_i$. The unbiased variance estimate is

$$\hat{\sigma}^2 = S/(T - 4).$$

For completeness we note that the asymptotic normal distribution of

$(\hat{\theta}, \hat{\beta}_0, \hat{\beta}_1, \hat{\gamma})$ has variances

$$\text{var}(\hat{\theta}) = \sigma^2 \left\{ \frac{\tau \beta_0^2}{\tau \beta_1^2 (\beta_0 - \beta_1)^2} + \frac{\beta_0^2 (\bar{u}_T^* - \gamma)^2}{c_{uu, \tau}} + \frac{\beta_1^2 (\bar{u}_T^* - \gamma)^2}{c_{uu, \tau}} \right\},$$

$$\text{var}(\hat{\beta}_0) = \frac{\sigma^2}{c_{uu, \tau}}, \quad \text{var}(\hat{\beta}_1) = \frac{\sigma^2}{c_{uu, \tau}}$$

and

$$(2.3) \quad \text{var}(\hat{\gamma}) = \frac{\sigma^2}{(\beta_0 - \beta_1)^2} \left\{ \frac{1}{\tau} + \frac{1}{\tau^*} + \frac{(\bar{u}_T - \gamma)^2}{c_{uu, \tau}} + \frac{(\bar{u}_T^* - \gamma)^2}{c_{uu, \tau}} \right\}.$$

2.2 $\beta_1$ Known and Zero.

When $\beta_1 = 0$ the above results can be simplified. The residual sum of squares due to fitting (1.1) conditional on $\beta_1 = 0, \tau = t$
\( \gamma = y \) is

\[
(2.4) \quad S_{t}^{2}(y) = \sum_{i=1}^{T} (x_{i} - \bar{x})^{2} - \beta_{ot}^{2} \frac{[C_{t}^{i} - D_{t}^{i}(\tilde{\gamma}_{t}^{i} + y) + E_{t}^{i}\tilde{\gamma}_{t}^{i}y]^{2}}{C_{t}^{i} - 2D_{t}^{i}y + E_{t}^{i}y^{2}}
\]

where \( \tilde{\beta}_{ot} \) is as before and \( \tilde{\gamma}_{t}^{i} \) is the unconstrained least squares estimate of \( \gamma \) conditional on \( t = t \) and \( \beta_{1} = 0 \). The coefficients \( C_{t}^{i}, D_{t}^{i} \) and \( E_{t}^{i} \) are

\[
C_{t}^{i} = C_{uu,t} + \frac{tt^{*}u_{t}^{2}}{T} \quad D_{t}^{i} = \frac{tt^{*}u_{t}}{T} \quad \text{and} \quad E_{t}^{i} = \frac{tt^{*}}{T}.
\]

Now the MLE maximizes the piecewise continuous function \( Z'(y) \) defined as the final term in (2.4) for \( u_{t} \leq y \leq u_{t+1} \), \( t = 2, \ldots, T-2 \). The procedure for computing \( \hat{\gamma} \) is the same as that in section 2.1, using \( Z'(y) \) instead of \( Z(y) \). The other estimates are

\[
\hat{\beta}_{o} = \frac{[C_{t}^{i} - D_{t}^{i}(\tilde{\gamma}_{t}^{i} + y) + E_{t}^{i}\tilde{\gamma}_{t}^{i}y]}{(C_{t}^{i} - 2D_{t}^{i}y + E_{t}^{i}y^{2})} \tilde{\beta}_{ot}
\]

and

\[
\hat{\theta} = \bar{X}_{t} - \frac{\hat{\beta}_{o}}{T} (\bar{u}_{t} - y),
\]

with \( t = \hat{\tau} \), \( y = \hat{\gamma} \); if \( \hat{\tau} = \hat{\gamma}_{s} \), \( \hat{\beta}_{o} = \tilde{\beta}_{os} \) and \( \hat{\theta} = \frac{1}{T-s} \sum_{i=s+1}^{T} x_{i} \).

The residual sum of squares about the fitted regression is

\[
S' = \sum_{i=1}^{T} (x_{i} - \bar{x})^{2} - Z'(\hat{\gamma}),
\]
with $T-3$ degrees of freedom.

Now the variances of the asymptotic normal distribution of $(\hat{\theta}, \hat{\beta}_0, \hat{\gamma})$ are

$$\text{var}(\hat{\theta}) = \frac{\sigma^2}{\tau}, \quad \text{var}(\hat{\beta}_0) = \frac{\sigma^2}{\gamma_{uu, \tau}}$$

and

$$\text{var}(\hat{\gamma}) = \frac{\sigma^2}{\beta_0} \left( \frac{1}{\tau} + \frac{1}{\tau^*} + \frac{(\bar{u}_{\tau}-\gamma)^2}{\gamma_{uu, \tau}} \right)$$

(2.5)

2.3 Testing $\beta_1$.

It is worth remarking here that there are two possible tests of the hypothesis $\beta_1 = 0$. In both cases we obviously have to fit the general model (1.1). First we have the standard t-test using the estimated variance of $\hat{\beta}_1$. Second there is the likelihood ratio test with statistic

$$V = \frac{S'-S}{S} (T-4),$$

whose null distribution is asymptotically $F_{1, T-4}$. The latter test does not involve the nuisance parameter $\tau$, nor does it involve computation of $\hat{\beta}_1$, but it requires fitting the model with $\beta_1 = 0$. In many situations, of course, it might be worth fitting both models if we suspect that $\beta_1 = 0$.

3. Confidence Interval Procedures.

Suppose now that we want confidence intervals for $\gamma, \theta$ and possibly the slope parameter(s). There are two obstacles to using the asymptotic normal distributions directly. First, the variances depend
on unknown parameters, particularly the variance of \( \hat{\gamma} \) which depends heavily on \( \beta_1 - \beta_0 \). Second, and more difficult to handle, the asymptotic normal distributions may be poor approximations. This again applies particularly to \( \hat{\gamma} \); in moderate samples the distributions of \( \hat{\beta}_0, \hat{\beta}_1 \) and \( \hat{\theta} \) are closely approximated by their asymptotic normal forms. Fortunately the asymptotic chi-square distributions of the likelihood ratio statistics appear to be more robust small sample approximations. We therefore consider the construction of confidence intervals for \( \gamma \) using the appropriate likelihood ratio statistic. Further discussion of the distributional problems based on a Monte Carlo study will be taken up in section 5, with reference to the numerical example we analyse.

3.1 Unknown \( \beta_1 \).

Consider first the two-sided confidence interval for \( \gamma \). By the construction of \( Z(\gamma) \), see Hinkley (1969), the two-sided likelihood ratio test of \( H_0^*: \gamma = \gamma_0 \) with size 1-\( \delta \) is to accept \( H_0^* \) if

\[
\frac{Z(\hat{\gamma}) - Z(\gamma_0)}{S} \cdot (T-4) \leq F_{1,T-4}(1-\delta),
\]

where \( F_{1,T-4}(1-\delta) \) is the upper 1-\( \delta \) point of the \( F_{1,T-4} \) distribution and \( S \) is the residual sum of squares (2.2) used to estimate \( \sigma^2 \). (We have used the asymptotic \( \chi^2 \) distributions of \( Z(\hat{\gamma}) - Z(\gamma_0) \) and \( S \) as approximations, so that strictly the size 1-\( \delta \) is approximate). The 1-\( \delta \) confidence region for \( \gamma \) is the set of \( \gamma_0 \) satisfying (3.1).
Since \( Z(y) \) is not convex the region is not a single interval. In practice it seems reasonable to take as an approximate confidence region the smallest interval containing the exact confidence region, unless the likelihood has two very distinct humps. (This has some justification in the asymptotic convexity of \( Z(y) \)). So then the confidence interval for \( \gamma \) is \( (\gamma, \bar{\gamma}) \) with \( \gamma \) and \( \bar{\gamma} \) the smallest and largest roots of

\[
Z(y) = Z(\gamma) - \frac{S}{T-4} F_{1,T-4}(1-\delta).
\]

By the definition of \( Z(y) \) in (2.1) we see that (3.2) is a quadratic in \( y \) for \( u_t \leq y \leq u_{t+1} \). Direct substitution from (2.1) gives

\[
L_t y^2 - 2M_t y + N_t = 0,
\]

where

\[
L_t = [Z(\gamma) - \frac{S}{T-4} F_{1,T-4}(1-\delta)] E_t - (D_t - E_t \gamma_t)^2 \left( \frac{\beta_{ot} - \beta_{1t}}{C_{uu,T}} \right)^2,
\]

\[
M_t = [Z(\gamma) - \frac{S}{T-4} F_{1,T-4}(1-\delta)] D_t - (D_t - E_t \gamma_t) (C_t - D_t \gamma_t) \left( \frac{\beta_{ot} - \beta_{1t}}{C_{uu,T}} \right)^2,
\]

and

\[
N_t = [Z(\gamma) - \frac{S}{T-4} F_{1,T-4}(1-\delta)] C_t - (C_t - D_t \gamma_t)^2 \left( \frac{\beta_{ot} - \beta_{1t}}{C_{uu,T}} \right)^2.
\]
The procedure for finding \( \gamma \) is, then, to solve (3.3) for \( t = 2, 3, \ldots \) until at least one root lies in the corresponding interval \([u_t, u_{t+1}]\). Then the least root is \( \gamma \). If no such root exists for \( t \leq \hat{t} \) then we must set \( \gamma = u_2 \). The procedure for finding \( \gamma \) is to work backwards from \( t = T-2 \) until a root of (3.3) lies in the corresponding \([u_t, u_{t+1}]\), the largest such root being \( \gamma \). If no such root exists for \( t \geq \hat{t} \) then \( \gamma = u_{T-2} \). Note that the two terminal values of \( t \) form a confidence interval for \( \tau \).

To get a lower one-sided confidence limit for \( \gamma \) we note that the likelihood ratio test of \( H_0^*: \gamma = \gamma_0 \) with alternative \( H_1^*: \gamma < \gamma_0 \) is to reject \( H_0^* \) if

\[
\max_{\gamma \leq \gamma_0} Z(\gamma) - Z(\gamma_0) > \ell,
\]

say. Now for large samples the maximum over \( \gamma \leq \gamma_0 \) is close to or equal to \( Z(\gamma_0) \) when \( \gamma_0 < \hat{\gamma} \), and when \( \gamma_0 > \hat{\gamma} \) the maximum is \( Z(\gamma) \). Therefore an asymptotically equivalent test statistic is

\[
W = \begin{cases} 
Z(\gamma) - Z(\gamma_0) & \gamma_0 \geq \hat{\gamma} \\
0 & \gamma_0 < \hat{\gamma}
\end{cases}
\]

By symmetry we have asymptotically that

\[
\Pr(W > \ell|H_0^*) = 1/2 \Pr(Z(\gamma) - Z(\gamma_0) > \ell|H_0^*)
\]

so that the 1-\( \delta \) lower one-sided confidence limit for \( \gamma \) is the lower bound of the 1-2\( \delta \) per cent two-sided confidence interval. The one-
sided upper confidence limit is similarly derived.

To obtain confidence intervals for \( \theta, \beta_0 \) and \( \beta_1 \) in moderate samples, the normal approximations to distributions of the MLE's can be used with estimated standard errors. See, however, the cautionary remarks in Section 5. The alternative for \( \theta \), say, is to maximize the likelihood over \( \beta_0, \beta_1 \) and \( \gamma \) for several values of \( \theta \) and interpolate the two solutions of the equation in \( \theta \) corresponding to (3.3). From a practical point of view there seems to be too little to gain by using such a complicated procedure. Joint confidence regions for \( \gamma \) and \( \theta \) are discussed in Section 4.

3.2 \( \beta_1 \) Known and Zero

The exact confidence region for \( \gamma \) when \( \beta_1 = 0 \) is the set of values of \( \gamma \) satisfying

\[
\frac{Z'(\hat{\gamma}) - Z'(y)}{S^{'2}} (T-3) \leq F_{1,T-3}(1-\alpha),
\]

with approximate confidence level 1-\( \alpha \). Adopting the same interval procedure as in Section 3.1, we replace (3.3) by

\[ L_t' y^2 - 2M_t' y + N_t' = 0, \]

where

\[ L_t' = [Z'(\hat{\gamma}) - \frac{S'}{T-3} F_{1,T-3}(1-\alpha)]E_t' - \hat{\beta}_{ot}'(D_t'E_t'\hat{\gamma}_t')^2 \]

\[ M_t' = [Z'(\hat{\gamma}) - \frac{S'}{T-3} F_{1,T-3}(1-\alpha)]D_t' - \hat{\beta}_{ot}'(D_t'E_t'\hat{\gamma}_t')(C_t'D_t'\hat{\gamma}_t') \]

and

10
(4.1) \[ Z'(y, w) = T(\bar{x}_m - w)^2 + \frac{(\bar{\beta}_{ot} \bar{u}_t + \bar{u}_t - y) (\bar{x}_t - w))^2}{C_{u_t, t + t (\bar{u}_t - y)^2}} \]

\[ (u_t \leq y \leq u_{t+1}, t=2, \ldots, T-2) . \]

When \( y \) and \( w \) are the true values of \( \gamma \) and \( \theta \)

\[ Z'(\gamma) = Z'(y, w) \]

is distributed asymptotically as \( \sigma^2 \chi^2 \). Hence the 1-\( \delta \) confidence region for \( (\gamma, \theta) \) is the set of \( (y, w) \) satisfying

\[ (4.2) \quad Z'(y, w) \geq Z'(\gamma) - \frac{2S^t}{T-3} F_{2, T-3}(1-\delta) . \]

Now we can either solve (4.2) for several values of \( w \), or for several values of \( y \). In either case we get a discrete set of points on the boundary of the confidence region. For given \( w \) the solution of (4.2) proceeds exactly as in Section 3, but for given \( y \) (4.2) defines a single quadratic for all \( w \). Note also that solving (4.2) for a given set of \( y \) values gives the exact confidence region. It is easy to see from (4.1) and (4.2) that the boundary points for a given \( y \) are the real solutions of

\[ (4.3) \quad G_t'(y)w^2 - 2H_t'(y)w + K_t'(y) = 0 , \]

where

\[ G_t'(y) = T[C_{u_t, t + \frac{t(t+1)}{2} (\bar{u}_t - y)^2} , \]
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\[ N_t' = z'(\hat{\gamma}) - \frac{S_t'}{T-2} \frac{F_{1,T-2}(\hat{\gamma}, 1-\beta)}{t_{T-2}(C_t, D_t')^2} \]

The derivation of \( \gamma \) and \( \hat{\gamma} \) is the same as before. Similar remarks to those in Section 3.1 apply to one-sided confidence limits for \( \gamma \).

As with \( \beta_1 \) unknown, the normal approximations to the distributions of \( \theta \) and \( \beta_0 \) are adequate for moderate sample inference about \( \theta \) and \( \beta_0 \).

4. Joint Confidence Region for \( \gamma \) and \( \theta \)

In some situations it may be that a joint confidence region for \( \gamma \) and \( \theta \) is required. One such region is a rectangle formed by two individual confidence intervals, but this has two defects: (a) there are infinitely many such regions for any confidence level, and (b) \( \hat{\theta} \) and \( \hat{\gamma} \) are correlated, so the region will be conservative. The alternative is to use likelihood regions, whose construction we discuss here.

4.1 \( \beta_1 \) Known and Zero

The residual sum of squares due to fitting (1.1) conditional on \( \beta_1 = 0, \tau = t, \gamma = \gamma \) and \( \theta = w \) is

\[ S_t'(y,w) = \sum_{i=1}^{T} (x_i - \bar{x})^2 - \frac{\sum_{i=1}^{T} (x_i - \bar{x})(u_i - \bar{y})}{\sum_{i=1}^{T} (u_i - \bar{y})^2} \]

so that corresponding to \( z'(\gamma) \) in Section 2.2 we have the regression sum of squares.
\[ H_t^*(y) = T\{c_{uu,t} (\tilde{x}_T - \tilde{\beta}_{ot} \frac{t}{T}(\tilde{u}_t - y)) - \frac{tt^* (\tilde{u}_t - y)^2 x_t^*}{T} \} \]

and

\[ \kappa_t^*(y) = \{c_{uu,t} + t(\tilde{u}_t - y)^2\} \{ Z'(\gamma) - \frac{g_{1}'}{T-\bar{y}} f_{2,T-3}(1) + tx_t^2 \} \]

\[-(\tilde{\beta}_{ot} c_{uu,t} + t(\tilde{u}_t - y) x_t)^2 . \]

The procedure is then to solve (4.3) for a grid of values between \( u_2 \) and \( u_{T-2} \), real solutions giving boundary points. The whole grid should be covered since disjoint regions may occur, a reflection of the non-convex likelihood. This procedure is applied in Section 5.

4.2 Unknown \( \beta_1 \)

When \( \beta_1 \) is unknown the regression sum of squares corresponding to \( Z'(y,w) \) can be written

\[ Z(y,w) = -T(\tilde{x}_T - w)^2 - \frac{g_1^2}{T} c_{uu,T} \]

\[ + \frac{(\tilde{\beta}_{ot} c_{uu,t} + t(\tilde{u}_t - y)(\tilde{x}_T - w))^2}{c_{uu,t} + t(\tilde{u}_t - y)^2} \]

\[ + \frac{(\tilde{\beta}_{ot} c_{uu,t} + t(\tilde{u}_t - y)(\tilde{x}_T - w))^2}{c_{uu,t} + t(\tilde{u}_t - y)^2} , \]

\((u_t \leq y \leq u_{t+1}; t=2, \ldots, T-2) . \)
The confidence region is now the set of \((y, w)\) satisfying

\[ (4.5) \quad Z(y, w) \geq Z(\hat{y}) - \frac{2S}{T-4} F_{2, T-4} (1-\alpha), \]

so the procedure of Section 4.1 applies with \(G'_t(y), H'_t(y)\) and \(K'_t(y)\) in (4.3) replaced by the corresponding coefficients derived from (4.4) and (4.5). (Note that solution of (4.5) for given \(w\) would require solution of a series of quartic equations in \(y\).)

5. A Numerical Example

To illustrate the procedures described above we analyse a small set of data obtained from replicated experimental determination of the relationship between blood factor VII production and warfarin concentration. The data formed part of a study by Pool and Borchgrevink (1964), and was originally analyzed by Rupert G. Miller who kindly provided it for this further analysis. The regression is linearized by logarithmic transformation of the warfarin concentration, which is then the independent variable \(u\). The dependent variable \(x\) is the average of replicated factor VII determinations. Table 1 gives the resulting fifteen data points to which we fit model (1.1)
<table>
<thead>
<tr>
<th>$u$</th>
<th>$x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0</td>
<td>0.370483</td>
</tr>
<tr>
<td>2.52288</td>
<td>0.537970</td>
</tr>
<tr>
<td>3.0</td>
<td>0.607684</td>
</tr>
<tr>
<td>3.52288</td>
<td>0.723323</td>
</tr>
<tr>
<td>4.0</td>
<td>0.761856</td>
</tr>
<tr>
<td>4.52288</td>
<td>0.892063</td>
</tr>
<tr>
<td>5.0</td>
<td>0.956707</td>
</tr>
<tr>
<td>5.52288</td>
<td>0.940349</td>
</tr>
<tr>
<td>6.0</td>
<td>0.898609</td>
</tr>
<tr>
<td>6.52288</td>
<td>0.953850</td>
</tr>
<tr>
<td>7.0</td>
<td>0.990334</td>
</tr>
<tr>
<td>7.52288</td>
<td>0.890291</td>
</tr>
<tr>
<td>8.0</td>
<td>0.990779</td>
</tr>
<tr>
<td>8.52288</td>
<td>1.050865</td>
</tr>
<tr>
<td>9.0</td>
<td>0.982785</td>
</tr>
</tbody>
</table>

Table 1. Two-phase regression data

In this particular case a data plot shows that $\beta_1$ is expected to be zero. Also the difference in slopes is large compared to variation, which suggests that asymptotic distribution theory for $\hat{\gamma}$ may provide reasonable approximates. However, the sample size (fifteen) is small.

5.1 Regression Analysis

We fitted the two-phase model both with $\beta_1$ assumed zero and with $\beta_1$ unknown using the procedures outlined in Section 2. The resulting estimates are given in Table 2 together with their estimated standard errors based on the residual sum of squares estimates of variance $\hat{\sigma}^2$. 
Figure 1. Residual sums of squares plot for numerical example.
Application of both tests of $\beta_1$ mentioned in Section 2.3 leads to acceptance of $\beta_1 = 0$.

<table>
<thead>
<tr>
<th>case</th>
<th>$\hat{\gamma}$</th>
<th>ese($\hat{\gamma}$)</th>
<th>$\hat{\theta}$</th>
<th>ese($\hat{\theta}$)</th>
<th>$\hat{\beta}_\alpha$</th>
<th>ese($\hat{\beta}_\alpha$)</th>
<th>$\hat{\sigma}^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_1 = 0$</td>
<td>4.878</td>
<td>0.2179</td>
<td>0.9617</td>
<td>0.0147</td>
<td>0.1935</td>
<td>0.0211</td>
<td>0.00196</td>
</tr>
<tr>
<td>$\beta_1$ unknown</td>
<td>4.652</td>
<td>0.2439</td>
<td>0.9180</td>
<td>0.0144</td>
<td>0.1935</td>
<td>0.0211</td>
<td>0.00166</td>
</tr>
</tbody>
</table>

Table 2. Regression estimates and estimated standard errors (ese's)

In each case we also computed the .90, .95 and .99 confidence intervals for $\gamma$ using the likelihood method of Section 3, and these are given in Table 3. To supplement this, Figure 1 is a graph of the marginal log likelihoods of $\gamma$, expressed in terms of regression sums of squares, for $\beta_1 = 0$ and $\beta_1$ unknown. The regression sum of squares for a single-line regression is also plotted as a reference level. The effect of knowing $\beta_1$

<table>
<thead>
<tr>
<th>case</th>
<th>.90</th>
<th>.95</th>
<th>.99</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_1 = 0$</td>
<td>(4.548, 5.293)</td>
<td>(4.450, 5.389)</td>
<td>(4.253, 5.655)</td>
</tr>
<tr>
<td>$\beta_1$ unknown</td>
<td>(4.160, 5.104)</td>
<td>(4.068, 5.202)</td>
<td>(3.641, 5.441)</td>
</tr>
</tbody>
</table>

Table 3. Likelihood confidence intervals for $\gamma$.  
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is clearly defined: confidence intervals for $\gamma$ shrink to the left of $\hat{\gamma}$, as we see in Table 3. This is natural, because information about the slope of the second line makes classification of points from the first regression easier, whereas incorrect classification of points from the second regression does not disturb the assumed slope of the second line. The asymmetry of the likelihood conditional on $\beta_1 = 0$ also suggests a possible bias in $\hat{\gamma}$ when $\beta_1$ is assumed zero. This we examine further in section 5.2.

The corresponding confidence intervals for $\gamma$ using the approximating normal distribution for $\hat{\gamma}$ are given in Table 4; the variances were estimated using $\hat{\beta}_0$, $\hat{\beta}_1$, $\hat{\tau}$, $\hat{\gamma}$ and $\hat{\sigma}^2$ in (2.3) and (2.5). Clearly any manipulation of these intervals to overcome the nuisance parameter $\hat{\beta}_0 - \hat{\beta}_1$ would give intervals worse than those in Table 3, as we should expect.

<table>
<thead>
<tr>
<th>case</th>
<th>0.90</th>
<th>0.95</th>
<th>0.99</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_1 = 0$</td>
<td>(4.489, 5.267)</td>
<td>(4.403, 5.353)</td>
<td>(4.212, 5.544)</td>
</tr>
<tr>
<td>$\beta_1$ unknown</td>
<td>(4.214, 5.090)</td>
<td>(4.115, 5.189)</td>
<td>(3.894, 5.410)</td>
</tr>
</tbody>
</table>

Table 4. Confidence intervals for $\gamma$ using normal approximation to distribution of $\hat{\gamma}$.

The joint confidence region procedure outlined in Section 4.1 was applied to get .90, .95, and .99 confidence regions for $(\gamma, \theta)$ with $\beta_1$ assumed zero. The boundaries are plotted in Figure 2. Shifts from one smooth curve to another occurs as $\gamma$ goes through each $u_i$, that is as a data point goes from one regression to another.
The right-hand section of the region shows that $\theta$ can be located more precisely when we are reasonably sure that all points to the right of a given value of $\gamma$ have the common mean $\theta$. The dramatic shape of the region indicates that the smooth approximations got by solving (4.2) for given $w$ would be quite different; this approximation is easily done by eye in Figure 2.

5.2 Small-sample Distributions.

The properties of the inference procedures discussed and applied above are based on asymptotic theory, and may not be accurate approximations in samples as small as that in section 5.1. We therefore investigated the small-sample distributions empirically, using 500 generated samples from the two-phase regression model (l.1) with parameter values as estimated from the data in section 5.1 with $\beta_1$ assumed zero, given in the first row of Table 2. The sample size was kept at 15, with $u_1, \ldots, u_{15}$ as in Table 1. In each simulated sample the two-phase regression was fitted both with $\beta_1$ known and with $\beta_1$ unknown.

Table 5 gives the empirical means of $\hat{\beta}_0$, $\hat{\theta}$, $\hat{\gamma}$ and $\hat{\sigma}^2$, the empirical variances of $\hat{\beta}_0$, $\hat{\theta}$ and $\hat{\gamma}$ and the corresponding theoretical variances given by (2.3) and (2.5). There is a clear but small positive bias in $\hat{\gamma}$ when $\beta_1$ is known, and the variance of $\hat{\gamma}$ is considerably larger than that of the approximating normal distribution. Figure 3 shows the non-normality of $\hat{\gamma}$ by plotting the empirical distribution against normal quantiles for the case $\beta_1$ known. The
Figure 3. Distributions of $\hat{\gamma}$.

- Hinkley's approximation
- normal approximation
- empirical
solid curve represents Hinkley's (1969) approximation, which also performs badly, albeit a little better in the tails.

<table>
<thead>
<tr>
<th>Case</th>
<th>E(\hat{\gamma})</th>
<th>E(\hat{\beta}_o)</th>
<th>E(\hat{\theta})</th>
<th>E(\hat{\theta}^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>\beta_1 known</td>
<td>4.911</td>
<td>0.1932</td>
<td>0.9854</td>
<td>0.00194</td>
</tr>
<tr>
<td>\beta_1 unknown</td>
<td>4.898</td>
<td>0.1932</td>
<td>0.9932</td>
<td>0.00193</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Case</th>
<th>empirical</th>
<th>theoretical</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>var(\hat{\gamma})</td>
<td>var(\hat{\beta}_o)</td>
</tr>
<tr>
<td>\beta_1 known</td>
<td>0.0582</td>
<td>0.000508</td>
</tr>
<tr>
<td>\beta_1 unknown</td>
<td>0.0908</td>
<td>0.000508</td>
</tr>
</tbody>
</table>

Table 5. Empirical means and variances of regression estimates.

The distribution of \( \hat{\beta}_o \) agrees quite well with the normal approximation, with a slightly inflated variance. The estimate \( \hat{\theta} \) also behaves well when \( \beta_1 \) is known, but the effect of removing the constraint \( \beta_1 = 0 \) is quite drastic, as can be seen from variance in Table 5. The approximating normal distribution for \( \hat{\theta} \) is apparently as suspect as that for \( \hat{\gamma} \) in such small samples. The variance estimate \( \hat{\theta}^2 \) is very well behaved.

The small sample size also influences the empirical distribution of \( Z(\hat{\gamma}) - Z(\gamma) \), giving longer tails than the approximating \( \chi^2_1 \) distribution.
But to be fair to the likelihood ratio inference, we also examined the distribution of \( (Z(\hat{\gamma}) - Z(\gamma))/\delta_u^2 \). Table 6 gives the empirical power of the two-sided .90, .95 and .99 likelihood ratio tests of \( \gamma \) (\( \beta_1 \) unknown) for five values of \( \gamma \) including the true value \( \gamma = 4.878 \). The empirical size of the tests agrees quite well with the theoretical size. Note the asymmetry of the power function, indicating a bias toward accepting high values of \( \gamma \). This matches the apparent but small bias in \( \hat{\gamma} \) when \( \beta_1 \) is unknown; see Table 5. The reason must be the asymmetry of the model \((\gamma < \frac{1}{2} T)\), whose influence disappears in larger samples. Finally, it should be emphasised that samples do not have to be much larger than considered here in order that asymptotic distributions be good approximations. For example, when \( T = 25, \gamma = 8.5 \) and \( \beta_1 - \beta_0 = \sigma \) (compared to \( T = 15, \gamma \approx 4.9 \) and \( \beta_1 - \beta_0 \approx 1.4 \sigma \) for our data), the empirical distributions of \( Z(\hat{\gamma}) - Z(\gamma) \) and \( \hat{\epsilon} \) are very close to the asymptotic distributions, however, the distribution of \( \hat{\gamma} \) is more reluctant to converge.

<table>
<thead>
<tr>
<th>( \gamma )</th>
<th>.10</th>
<th>.05</th>
<th>.01</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.478</td>
<td>0.494</td>
<td>0.368</td>
<td>0.162</td>
</tr>
<tr>
<td>4.678</td>
<td>.264</td>
<td>.168</td>
<td>.048</td>
</tr>
<tr>
<td>4.878*</td>
<td>.134*</td>
<td>.062*</td>
<td>.012*</td>
</tr>
<tr>
<td>5.078</td>
<td>.196</td>
<td>.116</td>
<td>.024</td>
</tr>
<tr>
<td>5.278</td>
<td>.422</td>
<td>.292</td>
<td>.068</td>
</tr>
</tbody>
</table>

Table 6. Empirical power of .90, .95, and .99 likelihood ratio tests of \( \gamma \); * empirical size.
6. Related Problems.

It is difficult to attempt an exhaustive list of objectives in two-phase regression, just as in many statistical procedures. But variants and extensions of the problem considered here can be easily handled. For example, one might have $n > 1$ sets of data, the model for the $j$th set being

$$
E(x_{ij}) = \theta_j + \beta_{0j}(u_{ij} - \gamma_j) \quad (i=1, \ldots, \tau_j)
$$

$$
E(x_{ij}) = \theta_j + \beta_{1j}(u_{ij} - \gamma_j) \quad (i=\tau_j+1, \ldots, T_j),
$$

with some hypothetical structure on the parameters. In particular one might wish to test $\gamma_j = \gamma$, or $\theta_j = \theta$, etc. Consider the test of equal $\gamma_j$ with the assumption $\beta_{1j} = 0$. Then denoting individual regression sums of squares conditional on $\gamma_j = \gamma$ by $Z_j'(y)$, the likelihood ratio statistic for testing $H_\gamma: \gamma_1 = \gamma_2 = \ldots = \gamma_n$ is

$$
L_\gamma = \frac{\sum_j Z_j'((\gamma_j)) - \max_y \sum_j Z_j'(y)}{\sum \sum (x_{ij} - \bar{x}_{i,j}, j)^2 - \sum_j Z_j'(\gamma_j)} \cdot \frac{\sum_j (T_j - 3)}{(n-1)}
$$

with obvious notation. Asymptotically $L_\gamma$ has the $F_{n-1, \sum_j (T_j - 3)}$ distribution. The test for a specific common intersection $\gamma_0$ replaces $\max_y \sum_j Z_j'(y)$ by $\sum_j Z_j'(\gamma_0)$, and $n-1$ by $n$ in $L_\gamma$. Construction of confidence intervals for the common intersection would be complicated unless $u_{ij} = u_i$ and $T_j = T$, in which case the denominator...
nator of $Z_j(y)$ is the same for all $j$, and the equation

$$\sum_j \{Z_j(\hat{\gamma}_j) - Z_j(y)\} = A$$

is a quadratic in $y$ for $u_j \leq y \leq u_{j+1}$ as in the case $n=1$. The procedure described in Section 3 is then directly appropriate.

Hypotheses involving $\beta_{0j}$ and $\theta_j$ lead to cumbersome expressions, but numerical calculations are easily performed. Several such problems, but for known $\tau_j$, have been considered by Sprent (1961).

Another type of problem that may arise is that of alternative models for the data. For example, an alternative to the two-phase model applied in Section 5 might be an exponential response curve $x = a - bp^u (0 < p < 1)$. The pragmatic approach to testing the alternatives is to fit both models and compute the difference in residual sums of squares $D$, say. Then using the parameter estimates in a small simulation of both models, the empirical distributions of $D$ under both models can be found and the data value of $D$ assigned to one of those distributions. This idea has been used by D. A. Williams (1970) to test between polynomial and exponential regression models.

Finally, we stress that the two-phase regression model discussed here is constrained to be continuous ($u_\tau \leq \gamma < u_{\tau+1}$), which would usually be the case. Without that constraint on $\gamma$, $\hat{\gamma}$ is still consistent, but $\hat{\tau}$ is not. In fact without the constraint the problem is a generalization of the mean-shift problem studied by Hinkley (1970).
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