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The main problem to be solved here may be described as follows: let $X_1, X_2, \ldots$ be independent random variables, each with density $f_\theta(x) = \frac{1}{\theta}$ over $(0, \theta)$ and zero elsewhere. It is desired to use a two-stage sequential procedure to estimate the unknown parameter $\theta$ by an interval of length at most $\delta$ units and with confidence at least $1-\alpha$, for some specified $\delta > 0$ and $\alpha$ in $(0,1)$.

The procedure proposed in this paper satisfies an admissibility criterion which may be stated in terms of the maximum possible number of observations or, alternatively, the expected number of observations.

In sections 4 and 5 a sequential procedure is described for constructing unbiased point estimates of $\theta$ which are based on the maximum of the observations.

1. Introduction.

Suppose we observe $X_1, X_2, \ldots$ from the uniform density on $(0, \theta)$ and wish to use a two-stage sequential procedure to estimate the parameter $\theta$ by a $1-\alpha$ level confidence interval of length at most $\delta$ units, for some specified $\delta > 0$ and $\alpha$ in $(0,1)$.

As in [1], we may suppose $\delta = 1$, since for any other positive $\delta$, $\frac{X_i}{\delta}$ is uniformly distributed over $(0, \frac{\theta}{\delta})$. Thus we may consider the problem as one of estimating $\frac{\theta}{\delta}$ by an interval of at most unit length.
2. The Problem.

The two-stage sequential procedures we shall consider in this paper depend on a nondecreasing sequence of positive constants \( h_0, h_1, h_2, \ldots \) and are of the form:

1. For some fixed positive integer \( m \), observe \( \hat{X}_m \), the maximum of \( X_1, X_2, \ldots, X_m \).

2. Calculate a function \( \nu(\hat{X}_m) \), the number of additional observations to be taken, where \( \nu(x) = n \) if \( h_{n-1} < x \leq h_n \).

3. Make the statement \( \hat{X}_N < \theta \leq \hat{X}_N + 1 \), where \( N = m + \nu(\hat{X}_m) \).

Clearly, \( \nu(\theta) \) is the maximum number of additional observations which could be required; i.e., \( \nu(\theta) = \max_{\theta} (N - m) \), the largest \( n \) for which \( P_{\theta} (N = m + n) > 0 \).

We will show how to choose \( h_0, h_1, h_2, \ldots \) so that \( \gamma(\theta) = P(\hat{X}_N < \theta \leq \hat{X}_N + 1) \geq 1 - \alpha \) for every \( \theta \). Clearly, for any reasonable procedure \( h_n \to \infty \) as \( n \to \infty \).

The distribution of \( \hat{X}_N \) may be determined as follows:

\[
P_{\theta} (\nu(\hat{X}_m) = n) = P_{\theta} (h_{n-1} < \hat{X}_m \leq h_n)
\]

\[
= \begin{cases} 
0 & \theta \leq h_{n-1} \\
\frac{\theta^{m-h_m}}{\theta^{n-1}} & h_{n-1} < \theta \leq h_n \\
\frac{h_n^{m-h_{n-1}}}{\theta^{m}} & \theta > h_n
\end{cases} \quad (2.1)
\]


Also,
\[ P_{\theta}(\hat{X}^m(y) = \begin{cases} 1, & y \geq \theta \\ \left(\frac{y}{\theta}\right)^m, & 0 < y < \theta \end{cases} \] (2.2)

and
\[ P_{\theta}(\hat{X}_{m+n} \leq x | \hat{X}_m = y) = \begin{cases} 0, & x < y \\ \left(\frac{x}{\theta}\right)^n, & x \geq y \end{cases} \] (2.3)

Therefore, for \( x \leq \), we have
\[ P_{\theta}(\hat{X}_{m+n} \leq x, N = m+n) = P_{\theta}(\hat{X}_{m+n} \leq x, h_{n-1} < \hat{X}_m \leq h_n) \]
\[ = \int_{h_{n-1}}^{h_n} P_{\theta}(\hat{X}_{m+n} \leq x | \hat{X}_m = y) dP_{\theta}(\hat{X}_y) \]
\[ = \left(\frac{x}{\theta}\right)^n \int_{h_{n-1}}^{h_n} \frac{my^{m-1}}{\theta^m} dy \] (2.4)

\[ = \begin{cases} 0, & x < h_{n-1} \\ \left(\frac{x}{\theta}\right)^n \frac{\left(\frac{x}{h_{n-1}}\right)^m}{\theta^m}, & h_{n-1} < x \leq h_n \\ \left(\frac{x}{\theta}\right)^n \frac{\left(\frac{h_n}{h_{n-1}}\right)^m}{\theta^m}, & x \geq h_n \end{cases} \]

Thus, for \( x \leq \theta \),
\[ P_\theta(\hat{X}_N \leq x) = \sum_r P_\theta(\hat{X}_{m+r} \leq x, \, N = m+r) \]
\[ = \sum_{r=0}^{v(x)-1} \frac{r^m}{\theta^m} \left( \frac{x-h}{\theta^r} \right)^{r-1} + \left( \frac{x-h}{\theta^r} \right)^{v(x)-1} \]

where \( h_{-1} = 0 \).

Using (2.5) we may write the error probability, \( \alpha(\theta) \), in the following way: for \( h_{n-1} < \theta-1 < h_n \),

\[ \alpha(\theta) = P(\hat{X}_N \leq \theta-1) \]
\[ = \sum_{r=0}^{n-1} \frac{(h_{r+1}^{m}-h_r^{m})}{\theta^m} \left( \frac{\theta-1}{\theta} \right)^{r} + \frac{(\theta-1)^{m}-h_{n-1}^{m}}{\theta^m} \left( \frac{\theta-1}{\theta} \right)^{n} \]
\[ = \theta^{-(m+1)} \sum_{r=0}^{n-1} h_{r}^{m} \left( \frac{\theta-1}{\theta} \right)^{r} + \left( \frac{\theta-1}{\theta} \right)^{m+n} . \]  

(2.6)

The requirement \( \gamma(\theta) = P(\hat{X}_N < \theta < \hat{X}_N + 1) \geq 1-\alpha \) is equivalent to \( \alpha(\theta) \leq \alpha \) for all \( \theta \). For \( \theta < 1 \), \( \alpha(\theta) = 0 \) so that \( \gamma(\theta) = 1 \). The admissibility criterion we shall adopt for the two-stage procedures of this paper is similar to the one used for the procedures of [1] and is as follows: considering only two-stage procedures for some fixed \( m \geq 1 \), of all such procedures for which \( \alpha(\theta) \leq \alpha \) for all \( \theta \), a procedure is admissible if every other procedure with smaller \( v \)-function for some \( \theta \) has larger \( v \)-function for at least one \( \theta' < \theta \). As in [1], the solution to be investigated will easily be seen to also satisfy an admissibility criterion of the same form expressed in terms of the expected number of observations rather than the \( v \)-function.
By using arguments similar to those given in [1], we find that because of our optimality criterion, for each \( n \) we choose \( h_n \) as large as possible, i.e., \( h_n \) is the largest root of

\[
(x+1)^{-m-1} \sum_{r=0}^{n-1} h_r^m \left( \frac{x}{x+1} \right)^r + \left( \frac{x}{x+1} \right)^{m+n} = \alpha .
\]  

(2.7)

Values (correct to 4 significant figures) of \( h_n \) for \( n = 0 \) to 15 and \( \alpha = .05 \) and .01 in the cases \( m = 5 \) and 10 are given in table 1.

<table>
<thead>
<tr>
<th>( n )</th>
<th>( \alpha = .05 )</th>
<th>( \alpha = .01 )</th>
<th>( \alpha = .05 )</th>
<th>( \alpha = .01 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.219</td>
<td>.6614</td>
<td>2.862</td>
<td>1.710</td>
</tr>
<tr>
<td></td>
<td>1.219</td>
<td>.6614</td>
<td>2.863</td>
<td>1.710</td>
</tr>
<tr>
<td></td>
<td>1.685</td>
<td>.9542</td>
<td>3.363</td>
<td>2.032</td>
</tr>
<tr>
<td></td>
<td>1.804</td>
<td>1.020</td>
<td>3.547</td>
<td>2.148</td>
</tr>
<tr>
<td></td>
<td>2.183</td>
<td>1.265</td>
<td>3.925</td>
<td>2.393</td>
</tr>
<tr>
<td></td>
<td>2.532</td>
<td>1.358</td>
<td>4.172</td>
<td>2.549</td>
</tr>
<tr>
<td></td>
<td>2.694</td>
<td>1.581</td>
<td>4.508</td>
<td>2.767</td>
</tr>
<tr>
<td></td>
<td>2.889</td>
<td>1.689</td>
<td>4.781</td>
<td>2.940</td>
</tr>
<tr>
<td></td>
<td>3.210</td>
<td>1.901</td>
<td>5.099</td>
<td>3.146</td>
</tr>
<tr>
<td></td>
<td>3.421</td>
<td>2.018</td>
<td>5.384</td>
<td>3.328</td>
</tr>
<tr>
<td></td>
<td>3.729</td>
<td>2.222</td>
<td>5.694</td>
<td>3.528</td>
</tr>
<tr>
<td></td>
<td>3.951</td>
<td>2.346</td>
<td>5.985</td>
<td>3.714</td>
</tr>
<tr>
<td></td>
<td>4.250</td>
<td>2.545</td>
<td>6.290</td>
<td>3.911</td>
</tr>
<tr>
<td></td>
<td>4.479</td>
<td>2.673</td>
<td>6.584</td>
<td>4.099</td>
</tr>
<tr>
<td></td>
<td>4.772</td>
<td>2.868</td>
<td>6.887</td>
<td>4.295</td>
</tr>
<tr>
<td>15</td>
<td>5.007</td>
<td>2.999</td>
<td>7.183</td>
<td>4.484</td>
</tr>
</tbody>
</table>

Table 1: Values of \( h_n \).
3. The Expected Number of Observations.

For the two-stage sequential procedure described in section 2, the expected number of additional observations taken is given by

\[ E_\theta(N-m) = \sum_r rP_\theta(N-m=r) \]

\[ = \sum_r rP_\theta(h_{r-1} < x_m \leq h_r) \]

\[ = \frac{(h_m^m - h_0^m)}{\theta^m} + \frac{2(h_2^m - h_1^m)}{\theta^m} + \ldots \]

\[ + \frac{(n-1)(h_n^m - h_{n-2}^m)}{\theta^m} + n(1 - \frac{h_{n-1}^m}{\theta^m}) \text{ for } h_{n-1} < \theta \leq h_n. \]

Thus, (3.1) gives

\[ E(N) = m+n - \frac{1}{\theta^m} \sum_{r=0}^{n-1} h_r^m \text{ for } h_{n-1} < \theta \leq h_n. \]


Suppose we sequentially sample \( x_1, x_2, \ldots \) from the uniform density on \((0, \theta)\) and wish to find an unbiased point estimate of \( \theta \). In [1], sequential sampling procedures are described for estimating \( \theta \) by an interval of fixed length. These procedures depend on a nondecreasing sequence of positive constants \( a_1, a_2, \ldots \) and are of the form:

1. Observe \( x_1, x_2, \ldots \) until for the first time \( \hat{x}_N \leq a_N \), where \( \hat{x}_N \) is the maximum of \( x_1, x_2, \ldots, x_N \).
In [1] it is shown how to choose the sequence $a_1, a_2, \ldots$ to provide a procedure which is admissible in a sense there defined when the terminal statement is $\hat{X}_N < \theta \leq \hat{X}_N + 1$.

5. The Estimator.

We will use the stopping rule (1), but our terminal decision will be '$\theta = p(\hat{X}_N)$', where $p(x)$ is a nondecreasing function of $x$. In what follows we will adopt the notation of [1].

The density function of $\hat{X}_N$ (see [1], (2.4)) is as follows:

for $x \leq \theta$,

$$f_{\theta}(x) = \frac{B_n'(x)}{\theta^n}, \quad a_{n-1} < x \leq a_n$$

(5.1)

where

$$B_n'(x) = nx^{n-1} - (n-1)b_n x^{n-2} - (n-2)b_{n-1} x^{n-3} - \ldots - b_{n-1}$$

(5.2)

For $p(\hat{X}_N)$ to be an unbiased estimate of $\theta$, its expected value must equal $\theta$. Thus, if $\nu(\theta) = n$, we must have

$$E_{\theta} p(\hat{X}_N) = \frac{1}{\theta} \int_0^{a_1} B_1'(x)p(x)dx + \frac{1}{\theta^2} \int_{a_1}^{a_2} B_2'(x)p(x)dx + \ldots$$

$$+ \frac{1}{\theta^n} \int_{a_{n-1}}^{\theta} B_n'(x)p(x)dx = \theta.$$  

(5.3)
Suppose we define a sequence of functions \( \{\rho_n(\theta)\} \) by

\[
\rho_n(\theta) = \int_{a_{n-1}}^{\theta} B_n'(x)p(x)dx , \quad n=1,2,\ldots .
\] (5.4)

Then, using (5.3), we have

\[
\rho_n(\theta) = \theta^{n+1} - \rho_1(a_1)\theta^n - \rho_2(a_2)\theta^{n-1} - \ldots - \rho_{n-1}(a_{n-1})\theta .
\] (5.5)

Differentiating both sides of (5.4) with respect to \( \theta \) gives

\[
p(x) = \frac{\rho_n'(x)}{B_n'(x)} \quad \text{for} \quad a_{n-1} < x \leq a_n
\] (5.6)

where \( B_n'(x) \) is given by (5.2) and

\[
\rho_n'(x) = (n+1)x^n - n\rho_1(a_1)x^{n-1} - (n-1)\rho_2(a_2)x^{n-2} - \ldots - \rho_{n-1}(a_{n-1}) .
\] (5.7)

Thus, the estimator \( p(\hat{x}_N) \) is increasing, continuous and a rational algebraic function for every \( \hat{x}_N \) in the intervals \( (a_{n-1}, a_n] \), \( n=1,2,\ldots \) where \( a_0 \equiv 0 \). The functions \( \rho_n(\theta) \) are easily determined by \( \rho_1(\theta) = 2\theta \) and the recurrence relation (5.5).
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Unbiased point estimation of the parameter \(\theta\) using sequential methods is also discussed.
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