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LARGE-SAMPLE ESTIMATION OF AN UNKNOWN DISCRETE WAVEFORM
WHICH IS RANDOMLY REPEATING IN GAUSSIAN NOISE

by

Melvin Hinich

I. Summary and Introduction.

Suppose we have an input \( X(t) \) made up of an unknown waveform \( \theta(t) \) of known length, which is repeated randomly, and is imbedded in Gaussian noise with a known covariance function. The rate of recurrence of the waveform is a known small constant. In addition, the signal-to-noise ratio of the input \( X(t) \) is quite low. We wish to estimate the waveform \( \theta(t) \) and its autocorrelation \( \psi(\tau) = \int \theta(t+\tau)\theta(t)dt \). Restricting ourselves to discrete-time observations on \( X(t) \), we shall derive an optimal estimator of the discrete version of \( \psi(\tau) \). This estimator is a weighted average of the sample autocorrelation and the square of a linear estimator of the time average (the zero-frequency of DC value) of the waveform. For the estimation of \( \theta \), the problem is more complicated. The optimality concept (asymptotic efficiency) used in this work is based upon large-sample theory and the Cramér-Rao Inequality (Chernoff [2] and Cramér [4]).

The problem stated above was motivated by a problem of electronic surveillance of an enemy communication system based upon pulse position modulation, PPM. To illustrate this system suppose station A is sending a message, which we wish to intercept and decode, to station B by PPM over a certain FM bandwidth. A continues to repeat a fixed pulse-type waveform \( \theta(t) = \sum_{i=1}^{N} \theta_i H[t-(i-1)T] \) where
\[ H(t) = \begin{cases} 
1 & \text{if } 0 \leq t < T \\
0 & \text{otherwise.} 
\end{cases} \]

The vector \( \theta' = (\theta_1, \ldots, \theta_n) \), the parameter \( n \), and \( T \) - the pulse width - are known to both \( A \) and \( B \). Notice that \( nT \) is the time duration (length) of \( \theta(t) \).

Since \( \theta \), \( n \), and \( T \) are known to the receiver \( B \), one may ask what the coding scheme is for the information that \( A \) is sending. The answer is that the length of time between successive recurrences of the waveform, is the variable which contains the information.

In many applications the average length of time between successive occurrences of \( \theta(t) \) is around \( 10^2 \) times \( nT \). While the intervals between repetitions are fundamental in the transmission of information, someone who does not yet know the waveform may regard the recurrences to be purely random in time.

This modulation technique has the effect of spreading the power in the FM bandwidth over a wider swath of the frequency scale. This makes surveillance more difficult because it requires that we somehow determine the actual bandwidth being used. Moreover, the spreading of the power makes jamming of the channel difficult. To further complicate matters, \( A \) transmits the pulses with low power so that \( B \) picks up an input \( X(t) \) with low signal-to-noise ratio.

Since \( B \) knows \( \theta(t) \), he uses matched filtering to detect the times of occurrence of the \( \theta' \)'s. If the noise is assumed to be additive Gaussian noise with known covariance, then matched filtering is optimal in a decision theoretic sense (Wainstein and Zubakov [8]).
But suppose that we are listening in on this channel without knowing \( \theta \) and we wish to find out what \( A \) is saying. First we must determine the frequency band of the channel which \( A \) is using. Then we must detect the times of occurrence of the \( \theta \)'s, although we do not know \( \theta \). However, let us assume that we have already determined \( n \) and \( T \), although it will turn out that \( n \) is not a vital parameter in the estimator developed in this paper.

Jakowitz, Shuey, and White [6] present a special discrete-time (sampled data) system, called the Adaptive Filter, which estimates an unknown waveform which is repeating in additive noise. The system uses a complicated stochastic iterative procedure. The Filter obtains a crude estimate of the waveform from the initial input and uses the discrete cross-correlation between this estimate and the input to detect the times of occurrence of the waveform. When it decides that a waveform is present in the input, it refines the estimate by averaging it with the section of input where the waveform is thought to be present. Provided the autocorrelation of the waveform \( \Psi(\tau) \) has \( \Psi(0) \), its maximum, a good deal larger than the relative maxima of \( \Psi \), and provided the noise is well behaved, then this iterative procedure results in an asymptotically stable estimate for the waveform. This stable estimate is then used as the matching element in matched filter detection of the waveform. Thus we could call the Adaptive Filter an adaptive matched filter. A partial analysis of this system is given by Hinich [5].

The estimate of the discrete autocorrelation of the waveform is helpful to the analysis of systems which are based upon discrete-time
cross-correlation such as the Adaptive Filter, since the autocorrelation is a basic parameter in the distributions of the random variables (correlations) which arise in the operation of these systems.

Suppose we can obtain an expression for $\theta$ in terms of $\psi$, $\theta = f(\psi)$. Once we have obtained an asymptotically efficient estimator of $\psi$, call it $\hat{\psi}$, then $\hat{\theta} = f(\hat{\psi})$ would be an asymptotically efficient estimator of $\theta$. Unfortunately there is a multiplicity of $\theta$'s which have $\psi$ as their autocorrelation. In Section VI we will present a method for obtaining the correct $\theta$ (the one which appears in the input) from $\psi$ by using the observations on $X(t)$. Unfortunately this method does not seem to be sufficiently practical.

To conclude, let us outline the rest of this paper. In Section II we give a formal statement and description of the problem posed above. In Section III we state the Cramér-Rao Theorem and derive the information matrices relevant to the estimation of $\theta$ and $\psi$, as well as their inverses. In Section IV we present the optimal estimator of $\psi$. We also show that while the normalized sample correlation is an unbiased estimator of $\psi$, it is not efficient. In Section V we discuss three examples. These are the general case white noise, the case of white noise when the discrete waveform has only two components $\theta_1, \theta_2$, and the case of Gaussian Markov noise ($E N(t+\tau)N(t) = \rho |\tau|$, $0 < \rho < 1$). In Section VI we discuss the problem of estimating $\theta$ after the autocorrelation $\psi$ has been estimated.
II. Statement of Problem.

We shall develop a formal statement of the problem. First let us discuss it informally.

We observe a process $X(t)$ which consists of a randomly occurring unknown waveform plus noise. The noise process $N(t)$ is assumed to be stationary and Gaussian with mean zero and known covariance. Without loss of generality we may normalize so that the noise has variance $\sigma^2_N(t) = EM^2(t) = 1$.

The waveform $\theta(t)$ has known specified length and can be represented as a step function as follows:

$$\theta(t) = \sum_{i=1}^{n} \theta_i H[t-(i-1)T], \quad n,T \text{ known},$$

$$H(t) = \begin{cases} 
1 & \text{ if } 0 \leq t < T \\
0 & \text{ otherwise.}
\end{cases}$$

The parameter $T$ represents the width of the steps of the step function, i.e., the pulse width. The number of equally spaced steps corresponding to the waveform $\theta(t)$ is given by $n$.

We assume that the time intervals between repetitions are large compared to the length of the waveform. Let $\gamma$ be the rate of repetitions measured in units of $T$ seconds (pulse width). Then $\gamma^{-1}T$ seconds is the average time between waveforms, and thus, $\gamma$ is small.

The ultimate objective is to estimate $\theta' = (\theta_1, \ldots, \theta_n)$. However, the discrete autocorrelation $\psi' = (\psi_1, \ldots, \psi_n)$ defined by:
\[
\psi_1 = \frac{1}{2} (\theta_1^2 + \theta_2^2 + \cdots + \theta_n^2) \\
\psi_2 = \theta_1 \theta_2 + \theta_2 \theta_3 + \cdots + \theta_{n-1} \theta_n \\
\psi_3 = \theta_1 \theta_3 + \theta_2 \theta_4 + \cdots + \theta_{n-2} \theta_n \\
\vdots \\
\psi_n = \theta_1 \theta_n
\]

is an especially useful function of \( \theta \). Also useful is the discrete
time-average

\[
\psi_0 = \sum_{i=1}^{n} \theta_i \quad \text{(DC value of } \theta) \nonumber.
\]

We assume that \( \| \theta \| = (\sum_{i=1}^{n} \theta_i^2)^{\frac{1}{2}} \) is small compared to the variance
of the noise. We can state this in terms of \( R_{\theta} \), the signal-to-noise
ratio of \( X(t) \). By definition \( R_{\theta} = \frac{1}{nT} \sum_{i=1}^{n} \theta_i^2 / \int_{-\infty}^{\infty} S_N(f) \, df \) where
\( S_N(f) \) is the spectral density of the noise \( N(t) \). But \( \int_{-\infty}^{\infty} S_N(f) \, df = \text{E}(N^2)(t) = \sigma_N^2(t) = 1 \) by the normalization of \( N \). Thus, \( R_{\theta} = \frac{1}{nT} \sum_{i=1}^{n} \theta_i^2 = \frac{\| \theta \|^2}{nT} \) and we assume that \( R_{\theta} \) is small.

Now we will discuss the sampling procedure. For large \( m \) and a
fixed integer \( w \), we will take \( m \) groups of \( w \) successive discrete
observations on \( X(t) \); the successive observations being \( T \) seconds
apart. That is for each \( t_i \) such that \( t_1 < t_2 < \cdots < t_m \), we
observe

\[
X(t_i + T), X(t_i + 2T), \ldots, X(t_i + wT) .
\]
The intervals between the \( t_i \)'s \((t_{i+1} - t_i)\) are all substantially greater than \( wT \) and \( nT \) (the time duration of the waveform). Let

\[
X^{(i)} = (X(t_i + T), \ldots, X(t_i + wT)) \quad i = 1, \ldots, m.
\]

We thus have a sample of \( m \) vector observations on a \( w \)-dimensional random variable.

This sampling scheme may be regarded as opening a sequence of windows of width \( wT \) seconds, through which we observe the process at \( m \) different stages of time.

There are several different possibilities which can occur when a window is opened. There may be no part of the waveform present during the \( wT \) second "look" at \( X(t) \). In that case we observe only noise. However, the window may open just as the front part of the waveform is "visible". In that case only the head of the vector \( \theta \) plus noise is observed. Similarly, we might observe only the tail of \( \theta \) plus noise, or perhaps the middle of \( \theta \) plus noise. Incidentally let us suppose that \( wT < \gamma^{-1} T \) since we wish to exclude the possibility of catching two successive waveforms in the window.

Since the window has \( w \) components and \( \theta \) has \( n \) components, there are \( n+w-1 \) ways of catching part of \( \theta \) along with the noise. We can represent these \( n+w-1 \) possibilities for \( \theta \) in the window by defining

\[
(3) \quad (S_j \theta)' = (\theta_{j+1}', \ldots, \theta_{j+w}')
\]

where \( \theta_k = 0 \) if \( k \leq 0 \) or \( k \geq n+1 \).
For example \((S_{n-1} \theta)' = (\theta_n, 0, \ldots, 0)\) and \((S_{-w+1} \theta)' = (0, 0, \ldots, \theta_1)\). There is no way of knowing in advance which case is occurring. Each of the \(n+w-1\) possibilities may be regarded as equally likely. Figure 1 gives an example for \(w=3, n=2\) where the noise has been removed.

Figure 1. Example of Sampling System with Noise Removed and \(n=2, w=3\).

We will catch some part of \(\theta\) in the \(i^{th}\) window if and only if \(\theta(t)\) commences at time \(t_o: -nT + t_i + T < t_o < t_i + wT\). Thus, the probability of this event is approximately \((n+w-1)\gamma\) where \(\gamma\) is the recurrence rate. The probability for observing a specific one of the \(n+w-1\) possibilities is simply \(\gamma\).

Since the distances between windows are greater than \(nT\), a single waveform cannot appear in two successive windows. Moreover, suppose that for some \(\tau_o, \mathbb{E}N(t+\tau)N(t) = 0\) for \(\tau > \tau_o\). Then if we take the windows further apart than \(\tau_o\) seconds, the \(X(i)\)'s are independent. The above restraint on the covariance of the noise holds
approximately for many colored noise processes which occur in applications. Of course, for white noise, \( \tau_c = 0 \).

We then can sum up this discussion with a formal statistical statement of an idealized version of the problem:

We have \( m \) independent \( w \)-dimensional random vectors \( X^{(1)}, X^{(2)}, \ldots, X^{(m)} \), each identically distributed as \( X \) where

\[
X = \begin{cases} 
N + S_{-w+1}^\theta & \text{with probability } \gamma \\
N + S_{-w+2}^\theta & \text{" " "} \\
\vdots & \text{" " "} \\
N + S_{n-2}^\theta & \text{" " "} \\
N + S_{n-1}^\theta & \text{" " "} \\
N & \text{" " 1-(n+w-1)\gamma}
\end{cases}
\]

and \( S_i^\theta \) is defined in (3).

The vector random variable \( N \) has a \( w \)-dimensional multivariate normal distribution with mean zero and known, non-singular covariance matrix \( \Sigma \). We express this by \( \mathcal{L}(N) = \mathcal{N}(0, \Sigma) \) where \( \mathcal{L}(N) \) is the distribution function of the random variable \( N \).

We desire to estimate the \( n \)-dimensional vectors \( \theta \) and \( \psi \)

\[
(\psi_1 = \frac{1}{2} \sum_{i=1}^{n} \theta_i^2, \psi_2 = \sum_{i=1}^{n-1} \theta_i \theta_{i+1}, \ldots, \psi_n = \theta_1 \theta_n) \text{ where it is assumed that } \gamma \text{ is small, } ||\theta|| = \left[ \sum_{i=1}^{n} \theta_i^2 \right]^{1/2} \text{ is small and the sample size } m \text{ is large.}
\]
III. Information Matrix.

The Cramér-Rao Theorem gives a bound for the asymptotic variance of estimators in terms of the inverse of the information matrix (defined below). In this section we will compute the information matrix and its inverse for the given problem.

Given a parameter vector \( \varphi' = (\varphi_1, \ldots, \varphi_n) \) and a random variable \( X \) with density function \( p(x|\varphi) \), the information matrix for \( p \) and \( \varphi \), \( I(\varphi) \) is defined by:

\[
I(\varphi) = E_{\varphi} \left[ \frac{\partial \log p(x|\varphi)}{\partial \varphi} \right] \left[ \frac{\partial \log p(x|\varphi)}{\partial \varphi} \right]' : n \times n
\]

where

\[
\left[ \frac{\partial \log p(x|\varphi)}{\partial \varphi} \right]' = \left( \frac{\partial \log p(x|\varphi)}{\partial \varphi_1}, \ldots, \frac{\partial \log p(x|\varphi)}{\partial \varphi_n} \right)
\]

and \( E_{\varphi} \) represents expectation with respect to \( p(x|\varphi) \).

Consider a random vector \( T(X)' = (T_1(X), \ldots, T_n(X)) \). \( T(X) \) is called an unbiased estimator of \( \varphi \) if \( E_{\varphi} T(X) = \varphi \). Furthermore we call

\[
K_T = E_{\varphi} [T(X) - E_{\varphi} T(X)][T(X) - E_{\varphi} T(X)]'
\]

the covariance of \( T \), thus if \( T \) is an unbiased estimator of \( \varphi \),

\[
K_T = E_{\varphi} [T(X)-\varphi][T(X)-\varphi]'.
\]

The Cramér-Rao Inequality states that if \( T \) is an unbiased estimator of \( \varphi \), \( K_T \geq I^{-1}(\varphi) \) where the inequality between these matrices means that for any vector \( a \), \( a'K_T a \geq a'I^{-1}(\varphi)a \).
But suppose we have a random sample \( X_1, \ldots, X_m \) of \( m \) independent observations from a population with density \( p(x|\varphi) \). Let \( \{T_m(X_1, \ldots, X_m): m=1,2,\ldots\} \) be a sequence of estimators of \( \varphi \) such that

\[
\sqrt{m} (T_m - \varphi) \to \mathcal{N}(0,K) \quad \text{as} \quad m \to \infty.
\]

That is the distribution functions of \( \sqrt{m} [T_m(X_1, \ldots, X_m)] \) converge to an \( n \)-dimensional multivariate normal distribution with covariance matrix \( K \). Then \( K \) is called the asymptotic covariance matrix of \( \{T_m\} \).

Paraphrasing Stein's generalization of the Cramér-Rao Theorem (see Theorem 1 in Chernoff [2]), there does not exist any estimator of \( \varphi \) which has an asymptotic covariance matrix \( K \) such that for some vector \( a \), \( a'Ka < a'I^{-1}(\varphi)a \), for all \( \varphi \) in some open set \( S \).

Thus \( I^{-1}(\varphi) \) is "essentially" the lower bound for the asymptotic covariance of estimators of \( \varphi \). Thus we shall call the sequence \( \{T_m\} \) asymptotically efficient if \( K = I^{-1}(\varphi) \). Cramér [4] shows that under mild conditions, the maximum likelihood estimator is asymptotically efficient.

We will now deal with the information matrices of interest in this work. However, to facilitate the algebra we make the one-to-one transformation,

\[
Z = \sum^{-1} X
\]

where \( \sum^{-1} \) is the inverse of \( \sum \), the covariance matrix of the Gaussian noise vector \( N \). From (4) we have
\[
Z = \begin{cases} 
N^* + \sum_{j=-w+1}^{n-1} S_j \theta & \text{with probability } \gamma \text{ for each } j = -w+1, \ldots, n-1 \\
N^* \text{ with probability } 1-(n+w-1)\gamma 
\end{cases}
\]

where \( \mathcal{N}(N^*) = \mathcal{N}(0, \sum^{-1}) \).

Let \( f(z|\theta) \) be the density of \( Z \), parameterized by the waveform vector \( \theta \). Therefore from (7) we have

\[
f(z|\theta) = [1-(n+w-1)\gamma]n(z|0, \sum^{-1}) + \gamma \sum_{j=-w+1}^{n-1} n(z| \sum^{-1} S_j \theta, \sum^{-1})
\]

where

\[
n(z|\phi, C) = (2\pi)^{-\frac{w}{2}} \frac{1}{|C|} e^{-\frac{1}{2} (z-\phi)'C^{-1}(z-\phi)}
\]

is a \( w \)-dimensional normal density with mean \( \phi \) and covariance matrix \( C \).

Notice that \( f(z|\theta) \) is a convex combination of multivariate normal densities, but it is not in general multivariate normal itself. We shall handle it by making Taylor series approximations with \( \theta \) in the neighborhood of zero.

Let \( I(\theta) \) be the information matrix for \( f(z|\theta) \) and \( \theta \). As in (5),

\[
I(\theta) = E_{\theta} \left[ \frac{\partial}{\partial \theta} \log f(z|\theta) \right] \left[ \frac{\partial}{\partial \theta} \log f(z|\theta) \right]'
\]

But we also wish to deal with the information matrix for the auto-correlation \( \psi \) given in (1). We see that \( \psi(\theta) \) is not a one-to-one transformation for all \( \theta \). Let \( J \) be the Jacobian matrix of the transformation, \( J_{ij} = \frac{\partial \psi}{\partial \theta_i} \) with \( i, j = 1, \ldots, n \). It is easy to see that
where we recall that \( \theta_k = 0 \) if \( k \leq 0 \) or \( k \geq n+1 \). It is not difficult to see that

\[
|J| = [\sum_{i=1}^{n} \theta_i] [\sum_{i=1}^{n} (-1)^i \theta_i] P_{n-2}(\theta)
\]

where \( P_{n-2}(\theta) \) is a homogeneous \( n-2 \) degree polynomial in the \( \theta_i \)'s.

Therefore the set of \( \theta \)'s such that \( |J| = 0 \) form surfaces which divide the \( n \)-dimensional Euclidean space into at most \( 2^n \) regions where \( J \) does not vanish. We will restrict ourselves to \( \theta \) vectors such that \( J \) does not vanish. Thus \( J^{-1} \) exists for these \( \theta \)'s.

Moreover given a \( \theta_o \) such that \( |J| \neq 0 \), there exists a neighborhood of \( \theta_o \) in which \( \psi(\theta) \) is one-to-one.

Now we will deal with the approximations of \( f(z|\theta) \). From (8) we have

\[
\frac{f(z|\theta)}{f(z|0)} = 1-(n+w-1)\gamma + \gamma \sum_{j=-w+1}^{n-1} \frac{n(z|\sum -1S_j \theta, \sum -1)}{n(z|0, \sum -1)}
\]

since \( f(z|0) = n(z|0, \sum -1) \). By expanding a Taylor's series about \( \varphi = 0 \) we have
\begin{align}
(14) \quad \frac{n(z \mid \sum^{-1} \varphi, \sum^{-1})}{n(z \mid 0, \sum^{-1})} &= 1 + z' \varphi + \frac{1}{z} \varphi'(zz' - \sum^{-1}) \varphi \\
&+ \sum_{i,j,k=1}^{W} G_{3}(z \mid i, j, k)c_{3}(i,j,k)\varphi_i \varphi_j \varphi_k \\
&+ \sum_{i,j,k,\ell=1}^{W} G_{4}(z \mid i, j, k, \ell)c_{4}(i,j,k,\ell)\varphi_i \varphi_j \varphi_k \varphi_\ell \\
&+ \|\varphi\|^5 K^*(z, \varphi)
\end{align}

where the c's are constants and

\[ |K^*(z, \varphi)| \leq d e^{-6 \sum_{i=1}^{t^*} |z_i| + \cdots + t^* \sum_{i=1}^{t^*} |z_i|} \]

for some \( t^*_i > 0 \) and \( d > 0 \). Thus \( E_{o}[K^*(z, \varphi)]^r \) exists and is bounded by some number independent of \( \varphi \) for each \( r \geq 0 \). With the notation

\[ \sum^{-1} = (\sigma^{ij}) \]

\begin{align}
(15a) \quad G_{3}(z \mid i, j, k) &= z_{i} z_{j} z_{k} - \sigma_{i j} z_{k} - \sigma_{i k} z_{j} - \sigma_{j k} z_{i} \\
(15b) \quad G_{4}(z \mid i, j, k, \ell) &= z_{i} z_{j} z_{k} z_{\ell} - 2\sigma_{i j} z_{k} z_{\ell} - 2\sigma_{i k} z_{j} z_{\ell} \\
&- 2\sigma_{i \ell} z_{j} z_{k} + \sigma_{i j} \sigma_{k \ell} + \sigma_{i k} \sigma_{j \ell} + \sigma_{i \ell} \sigma_{j k} \]
\end{align}

From page 39 of Anderson [1],

\[ E_{o} Z_{i} Z_{j} Z_{k} Z_{\ell} = \sigma_{i j} \sigma_{k \ell} + \sigma_{i k} \sigma_{j \ell} + \sigma_{i \ell} \sigma_{j k} \]

\[ E_{o} Z_{i} Z_{j} = \sigma_{i j} \]

Moreover all odd moments of the \( Z_1's \) are zero. We then have the following orthogonality relationships:
\[ E_{o}Z_{i}(Z^{j}_{j} - \sigma^{jk}) = 0 \quad \text{for all } i, j, k \]
\[ E_{o}Z_{i}G_{j}(Z^{j}_{j}, k, \ell) = 0 \quad \text{for all } i, j, k, \ell \]
\[ E_{o}Z_{i}G_{j}(Z^{j}_{j}, k, \ell, m) = 0 \quad \text{for all } i, j, k, \ell, m \]
\[ E_{o}(Z^{i}_{i}Z_{j} - \sigma^{ij})G_{j}(Z^{j}_{j}, k, \ell, m) = 0 \quad \text{for all } i, j, k, \ell, m. \]

Putting \( \varphi = S_{j} \theta \) in (14) and summing, we have from (13)

\[ \frac{\varphi(z, \theta)}{\varphi(z, 0)} = 1 + \gamma [z' \left( \sum_{j} S_{j} \theta \right) + \frac{1}{2} \sum_{j} (S_{j} \theta)' (zz' - \sum^{-1}) (S_{j} \theta)] + \sum_{i,j,k} G_{j}(z, i, j, k) o(\|\theta\|^3) \]
\[ + \sum_{i,j,k, \ell} G_{i}(z, i, j, k, \ell) o(\|\theta\|^4) \]
\[ + K(z, \theta) o(\|\theta\|^5) \]

\( E_{o}[K(z, \theta)]^r \) exists and is bounded by some number independent of \( \theta \) for each \( r \geq 0 \). Moreover the \( o(\|\theta\|^3) \) and \( o(\|\theta\|^4) \) terms are functions of \( \theta \) which do not involve \( z \).

Applying (1), (2), and (3) we have

\[ \sum_{j=-w+1}^{n-1} S_{j} \theta = \Psi_{0} \psi_{w} \]

where \( \psi_{w} = (1, \ldots, 1) \), and for any symmetric \( w \times w \) matrix \( A = (a_{ij}) \)

\[ \frac{1}{2} \sum_{j=-w+1}^{n-1} (S_{j} \theta)' A(S_{j} \theta) = \left( \sum_{i=1}^{w} a_{ii} \right) \psi_{1} + \left( \sum_{i=1}^{w-1} a_{i,i+1} \right) \psi_{2} \]
\[ + \cdots + \left( \sum_{i=1}^{w-n+1} a_{i,i+n-1} \right) \psi_{n}, \]
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where \( a_{ij} \) is understood to be zero when \( i \) or \( j \) is greater than \( w \) or less than \( 1 \). Thus, if \( w < n \), the coefficients of \( \psi_{w+1}, \ldots, \psi_n \) vanish and

\[
\frac{1}{2} \sum_j (S_j \theta)' A(S_j \theta) = \left( \sum_{i=1}^{w} a_{ii} \right) \psi_1 + \cdots + a_{1w} \psi_w.
\]

Applying (17) and (18) to (16) we have the following result.

**Lemma 1.** Define \( Y(z)' = (Y_1(z), \ldots, Y_n(z)) \) by

\[
Y_k(z) = \sum_{i=1}^{w-k+1} (z_i z_{i+k-1} - \theta_i, i+k-1), \quad k=1, \ldots, n.
\]

Then

\[
\frac{f(z|\theta)}{f(z|0)} = 1 + \gamma ([z'_{1w}] \psi_0 + Y(z)' \psi) + \sum_{i,j,k} G_{ji}(z|j,k) O(\|\theta\|^3)
\]

\[
+ \sum_{i,j,k} G_{ji}(z|j,k) O(\|\theta\|^4)
\]

\[
+ K(z, \theta) O(\|\theta\|^5).
\]

It is understood that \( z_i = 0 \) if \( i \leq 0 \) or \( i \geq w+1 \), and thus if \( w < n \)

\[
Y_{w+1}(z) = \ldots = Y_n(z) = 0.
\]

We then define for \( w < n \)

\[
Y(z|w)' = (Y_1(z), \ldots, Y_w(z)) .
\]

We now introduce the \( n \times n \) matrix.

\[
(21a) \quad D = E_0 Y(z) Y(z)' = (d_{ij}).
\]
If \( w < n \) we can write
\[
D = \begin{pmatrix} D_w & 0 \\ 0 & 0 \end{pmatrix}
\]

where
\[
D_w = E_0 Y(Z|w) Y(Z|w)'
\]
is a \( w \times w \) matrix. From (19) we can show for \( 1, j = 1, 2, \ldots, n \) that
\[
(21b) \quad d_{ij} = \sum_{k=1}^{w-1} \sum_{\ell=1}^{w-1} (d_{k\ell} d_{k+i-1, \ell+j-1} + d_{k, \ell+j-1} d_{k+i-1, \ell})
\]
where it is understood that \( d_{k\ell} \) is zero if \( k \) or \( \ell \) is greater than \( w \) or less than \( 1 \).

**Lemma 2.** For \( w \geq n \), \( D \) is positive definite. For \( w < n \), \( D_w \) is positive definite.

**Proof.** Let \( w \geq n \) and notice that \( E_0 Y(Z) = 0 \). Thus \( D \) is the covariance matrix of \( Y(Z) \) and is therefore non-negative definite.

Suppose \( D \) is singular. Then there exists a non-zero vector \( a \) such that \( a' Y(Z) = 0 \) with probability one, which implies that,
\[
2a_1 U_1 + a_2 U_2 + \ldots + a_n U_n = \text{constant}
\]
where
\[
U_1 = \frac{1}{2} \sum_{k=1}^{w} Z_k^2
\]
\[
U_2 = \sum_{k=1}^{w-1} Z_k Z_{k+1}
\]
\[
\vdots
\]
\[
U_n = \sum_{k=1}^{w-n+1} Z_k Z_{k+n-1}
\]
\[
\vdots
\]
\[
U_w = Z_1 Z_w
\]
We see that \( U(Z)' = (U_1', \ldots, U_n') \) results from an autocorrelation operation on the random vector \( Z \). Therefore the Jacobian matrix of the transformation \( U(Z) \) is given by (10) with \( n \) replaced by \( w \) and \( \theta_k \) by \( Z_k \).

As in the case of the transformation from \( \theta \) to \( \psi \), there exists a point \( z_0 \) in a neighborhood of which (i) the Jacobian is non-zero, and (ii) restricted to this neighborhood \( U \) is a one-to-one transformation mapping \( w \)-dimensional open sets onto \( w \)-dimensional open sets.

Now \( Z \) is a non-degenerate \( w \)-dimensional multivariate normal random variable and every region in the \( Z \) space has positive probability. Hence there is a neighborhood in the \( U \) space such that every \( w \)-dimensional cube in that neighborhood has positive probability. But then it is impossible that \( U \) be on the hyperplane

\[
2a_1 U_1 + a_2 U_2 + \cdots + a_n U_n = \text{constant}
\]

with probability one. Hence \( D \) is non-singular.

For \( w < n \), a similar argument holds for the hyperplane

\[
2a_1 U_1 + a_2 U_2 + \cdots + a_w U_w = \text{constant}.
\]

We will now approximate \( I(\theta) \). From (5) we rearrange terms and write,

\[
I(\theta) = A(\theta) - B(\theta) + C(\theta)
\]

where

\[
A(\theta) = E \left[ \frac{1}{f(Z|\theta)} \frac{\partial f(Z|\theta)}{\partial \theta} \right] \left[ \frac{1}{f(Z|\theta)} \frac{\partial f(Z|\theta)}{\partial \theta} \right]'
\]

\[
B(\theta) = E \left[ \frac{1}{f(Z|\theta)} \frac{\partial f(Z|\theta)}{\partial \theta} \right] \left[ \frac{1}{f(Z|\theta)} \frac{\partial f(Z|\theta)}{\partial \theta} \right]' \left[ \frac{f(Z|\theta)}{f(Z|\theta)} e^{-1} \right]
\]

\[
C(\theta) = E \left[ \frac{1}{f(Z|\theta)} \frac{\partial f(Z|\theta)}{\partial \theta} \right] \left[ \frac{1}{f(Z|\theta)} \frac{\partial f(Z|\theta)}{\partial \theta} \right]' \left[ \frac{f(Z|\theta)}{f(Z|\theta)} - 1 \right]
\]
\[ C(\theta) = E_o \left\{ \frac{1}{f(Z|0)} \frac{\partial f(Z|\theta)}{\partial \theta} \right\} \left[ \frac{1}{f(Z|0)} \frac{\partial f(Z|\theta)}{\partial \theta} \right]' \left[ \frac{f(Z|\theta)}{f(Z|0)} - 1 \right]^2 \frac{f(Z|0)}{f(Z|\theta)} \right\} \]

and

\[ \left[ \frac{\partial f(Z|\theta)}{\partial \theta} \right]' = \left\{ \frac{\partial f}{\partial \theta_1}, \ldots, \frac{\partial f}{\partial \theta_n} \right\} . \]

The Taylor expansion argument which gave (20) in Lemma 1 also yields

\[(24) \quad \frac{1}{f(Z|0)} \frac{\partial f(Z|\theta)}{\partial \theta} = \gamma [(1'w)l_n + JY(z) \]

+ \[ \sum_{i,j,k} G_3(z|i,j,k)O(\|\theta\|^2) \]

+ \[ \sum_{i,j,k,\ell} G_4(z|i,j,k,\ell)O(\|\theta\|^3) \]

+ \[ K(z,\theta)O(\|\theta\|^4) \]

where \( J = \frac{\partial \psi}{\partial \theta} \) is the Jacobian given by (10). Using (24) in (23) and noting that \[ \frac{f(z|0)}{f(z|\theta)} \leq \frac{1}{1-(n+w-1)\gamma} \], we have

\[(25a) \quad A(\theta) = \gamma^2 \left\{ (1'w) \sum_{-1}^{1} l_{w} l_n l_n + J\psi' + O(\|\theta\|^4) \right\} , \]

\[ B(\theta) = \gamma^3 \left\{ [E_o(1'Z)^2Y(Z)]'\psi(l_n l_n) \right\} \]

+ \[ \psi_o [JE_o(1'Z)^2Y(Z)]_n + \sum [E_o(1'Z)^2Y(Z)]_n \]

+ \[ O(\|\theta\|^2) \] ,

\[(25b) \quad B(\theta) = \gamma^2 O(\|\theta\|^2) , \]

\[(25c) \quad C(\theta) = \gamma^4 O(\|\theta\|^2) \]
since the G's and K have bounded moments with respect to n(z|0, Σ⁻¹).

Hence from (22)

(26) \[ I(θ) = γ^2 \left[ (L_n' \sum w_{i-1} l_n') J_n' + JDJ' \right. \\
\left. + O(γ\|θ\|^2) + O(\|θ\|^4) \right]. \]

Applying the chain rule (of differentiation with respect to θ) to

\[ ψ_o = \left(2 ∑_{i=1}^n ψ_i\right)^{1/2} = ∑_{i=1}^n θ_i \]

we have \[ ψ_o⁻¹ J_n = l_n \] and consequently

\[ J_n⁻¹ = ψ_o⁻¹ l_n. \]

Combining this with (26) we have

Lemma 3.

\[ I(θ) = γ^2 J \left[ \frac{l_n'}{ψ_o^2} \sum w_{i-1} l_n' \right. \\
\left. + D + O(γ) + O(\|θ\|^2) \right] J'. \]

If \( I(θ) \) is non-singular, then \( I⁻¹(θ) \) is the lower bound for the asymptotic covariance of estimators of θ. To calculate \( I⁻¹(θ) \) we shall make use of the following lemma which we state without proof.

Lemma 4. Let \( M = θ⁻¹ l l' + R \) where R is positive definite. Then,

\[ M⁻¹ = R⁻¹ - \frac{R⁻¹ l l' R⁻¹}{θ⁻1 R⁻¹ l} \]
\[ = R⁻¹ - \frac{R⁻¹ l l' R⁻¹}{l R⁻¹ l} + \frac{R⁻¹ l l' R⁻¹}{l R⁻¹ l} \left( R⁻¹ l l' \right) \]
\[ \alpha + O(α^2) \]
as \( α \to 0. \)

Now let \( ∑ (ψ,ψ_o) \) denote the Cramer-Rao lower bound for the asymptotic covariance of estimators of the n+1 parameters \( ψ_1, ψ_2, ..., ψ_n, ψ_o. \)
In order to obtain \( \sum (\psi, \psi_0) \) from \( I^{-1}(\theta) \), let us now state a result which was originally derived by a procedure called the delta method, (Mann and Wald [7]).

Let \( \{ T_m \} \) be a sequence of estimators of \( \varphi^* = (\varphi_1^*, \ldots, \varphi_R^*) \) such that

\[
\mathcal{L}(\sqrt{m}(T_m - \varphi^*)) \rightarrow \mathcal{N}(0, K) \text{ as } m \rightarrow \infty
\]

Let \( g \) be a vector-valued function of \( \varphi \) continuously differentiable at \( \varphi^* \). Then

\[
(27) \quad \mathcal{L}(\sqrt{m} \cdot g'(T_m - g(\varphi^*))) \rightarrow \mathcal{N}(0, [\frac{\partial g}{\partial \varphi}]' K [\frac{\partial g}{\partial \varphi}])
\]

where \( [\frac{\partial g}{\partial \varphi}] \) is a matrix whose \((i,j)\)th element is given by \( \frac{\partial g_i}{\partial \varphi_j} \). \( \varphi = \varphi^* \).

If we let \( \sum g \) denote the lower bound for the asymptotic covariance of estimators of \( g(\theta) \), then if \( I(\varphi) \) is non-singular

\[
(28) \quad \sum g = [\frac{\partial g}{\partial \varphi}]' I^{-1}(\varphi) [\frac{\partial g}{\partial \varphi}].
\]

We then have from (28) if \( I(\theta) \) is non-singular,

\[
(29) \quad \sum (\psi, \psi_0)' = \left[ -\frac{\partial (\psi, \psi_0)}{\partial \theta} \right]' I^{-1}(\theta) \left[ -\frac{\partial (\psi, \psi_0)}{\partial \theta} \right]
\]

where \( \frac{\partial (\psi, \psi_0)}{\partial \theta} \) is the Jacobian matrix with elements \( \frac{\partial \psi_j}{\partial \theta_i} \) for \( j=1,2,\ldots,n,0 \) and \( i=1,\ldots,n \).

Thus we can write

\[
(30) \quad \frac{\partial (\psi, \psi_0)}{\partial \theta} = (\mathcal{J}, \mathcal{J}_n)
\]
Applying (29), (30), and Lemmas 2, 3, and 4 we have

**Theorem 1.** If \( w \geq n \), then

\[
\sum (\psi, \psi_0) = \gamma^{-2} \left[ \begin{pmatrix}
D^{-1} - D^{-1} l'_n l^{-1} n & \psi_0 D^{-1} l_n \\
l'_n D^{-1} l_n & l'_w \sum_{-1}^{-1} l'_w l^{-1} n
\end{pmatrix}
\right] [I + O(\gamma) + O(\|\theta\|^2)]
\]

where \( I \) is the identity matrix.

**Corollary 1.1.** Let \( \sigma_{\psi_0}^2 \) denote the Cramér-Rao lower bound for the asymptotic variance of estimators of \( \psi_0 \). Then

\[
\sigma_{\psi_0}^2 = \gamma^{-2} [(l'_n \sum_{-1}^{-1} l_n)^{-1} + O(\gamma) + O(\|\theta\|^2)].
\]

**Corollary 1.2.** Let \( \sum \psi \) denote the Cramér-Rao lower bound for the asymptotic covariance of estimators of \( \psi \). Then

\[
\sum \psi = \gamma^{-2} [D^{-1} - D^{-1} l'_n l^{-1} n + O(\gamma) + O(\|\theta\|^2)].
\]

If \( w < n \) the main part of \( I(\theta) \), as represented in Lemma 3, is a singular matrix. From (20) we see that for \( \theta \) in the neighborhood of zero, \( f(z|\theta) \) has \( (\psi_1, \ldots, \psi_w) \) as natural parameters. We will obtain the lower bound for the asymptotic covariance of estimators of the \( n \) parameters \( \psi_1, \ldots, \psi_{n-1}, \psi_0 \), which will then give as a corollary the lower bound for the asymptotic covariance of estimators of \( \psi_0, \psi_1, \ldots, \psi_w \).
Let $\tau(\theta)' = (\psi_1', \ldots, \psi_{n-1}', \psi_o')$. Then the Jacobian matrix for $\tau(\theta)$ is,

$$
\frac{\partial \tau}{\partial \theta} = J \begin{pmatrix}
1 & 0 & \ldots & 0 & \psi_o^{-1} \\
0 & 1 & \ldots & 0 & \psi_o^{-1} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & 1 & \psi_o^{-1} \\
0 & 0 & \ldots & 0 & \psi_o^{-1}
\end{pmatrix}
$$

It is assumed that $\theta$ is chosen such that $J$ is non-singular which implies that $\psi_o = \sum \theta_i \neq 0$. It then follows that $\frac{\partial \tau}{\partial \theta}$ is finite and non-singular and thus $\tau(\theta)$ is one-to-one in a neighborhood of $\theta$.

Let $f^*(z|\tau)$ be the density of $Z$ parameterized by $\tau$, $f^*(z|\tau) = f(z|\theta(\tau))$. Let $I^*(\tau)$ be the information matrix with respect to $f^*$ and $\tau$. Applying the chain rule we have,

$$
I^*(\tau) = (\frac{\partial \theta}{\partial \tau})^T I(\theta)(\frac{\partial \theta}{\partial \tau})'
$$

where $(\frac{\partial \theta}{\partial \tau}) = (\frac{\partial \tau}{\partial \theta})^{-1}$.

If $v < n$, $I^*$ is singular. Then define, the pseudo-inverse with respect to $P$ by

$$
I^*_{P^{-1}}(\tau) = \lim_{\lambda \to 0^+} (I^*(\tau) + \lambda P)^{-1}
$$

where $P$ is a symmetric matrix such that $I^* + \lambda P$ is positive definite for $\lambda > 0$. Chernoff [3] shows that the $(i,j)^{th}$ element of $I^*_{P^{-1}}$ is independent of the choice of $P$ if the $i^{th}$ and $j^{th}$ diagonal elements are finite. The submatrix of these invariant elements is the lower
bound for the asymptotic covariance for estimators of the $\Psi_i$ corresponding to these finite diagonal elements.

From (32) we can write

$$I_p^{*-1} = \lim_{\lambda \to 0^+} [(\frac{\partial^2}{\partial \psi^2})I(\theta)\frac{\partial \theta}{\partial \psi} + \lambda P]^{-1}$$

(33)

$$= \lim_{\lambda \to 0^+} (\frac{\partial^2}{\partial \theta^2})' [I(\theta) + \lambda Q]^{-1} (\frac{\partial^2}{\partial \theta^2})$$

where $Q = (\frac{\partial^2}{\partial \theta^2}) P (\frac{\partial^2}{\partial \theta^2})'$. If $w < n$, let

$$Q = J \begin{pmatrix} 0 & 0 \\ 0 & I_{n-w} \end{pmatrix} J'$$

(34)

where $I_{n-w}$ is the $(n-w) \times (n-w)$ identity matrix. From Lemma 3 and (34),

$$I(\theta) + \lambda Q = \gamma^2 \left[ J \left[ \sum_{\psi} \frac{1}{\psi^2} l_l l_l' \right] J' + D_W 0 \\ 0 \lambda I_{n-w} \right] + O(\gamma) + O(\|\theta\|^2)$$

(35)

We call the $r \times r$ upper left hand submatrix of the last 3 terms in the square brackets above $C_r$. Thus

$$C_r = \begin{pmatrix} D_W & 0 \\ 0 & \lambda I_{r-w} \end{pmatrix} + O(\gamma) + O(\|\theta\|^2), \ r = n-1, n$$

Applying (31), (33), (35) and lemmas 2 and 4, we have
$I_P^{-1} = \lim_{\lambda \to 0^+} \gamma^{-2} \left[ C^{-1} - \frac{C^{-1}_n l_n^{-1} C^{-1}_n l_n^{-1} C^{-1}_n l_n^{-1} C^{-1}_n l_n^{-1} C^{-1}_n l_n^{-1}}{l_n' C_n^{-1} l_n} \right] \left[ \psi_0 \frac{C^{-1}_n l_n^{-1}}{1_n' \sum_{l_n} l_n^{-1}} \frac{1_n' C_n^{-1} l_n^{-1}}{l_n' \sum_{l_n} l_n^{-1}} \right].$

\[ \left( I + O(\gamma) + O(\|\theta\|^2) \right) \]

From this it follows by use of matrix inequalities that

**Theorem 2.** If $w < n$

\[
I_P^{-1} \geq \gamma^{-2} \left[ \begin{array}{ccc}
D^{-1}_w & R_1 & 0 \\
R_1' & R_2 & R_3 \\
0 & R_3' (l_w' \sum_{l_w} l_w^{-1})^{-1} & 0
\end{array} \right] \left[ I + O(\gamma) + O(\|\theta\|^2) \right]
\]

where we leave the matrices $R_1$, $R_2$, and $R_3$ unspecified.

**Corollary 2.1.** If $w < n$

\[
\frac{\partial^2}{\partial_\psi_0} \geq \gamma^{-2} \left[ \frac{1}{l_w' \sum_{l_w} l_w^{-1}} + O(\gamma) + O(\|\theta\|^2) \right].
\]

**Corollary 2.2.** Let $\sum_{\psi(w)}$ be the Cramer-Rao lower bound for estimators of the $w$-dimensional vector $\psi(w)' = (\psi_1, \ldots, \psi_w)$. Then

\[
\sum_{\psi(w)} \geq \gamma^{-2} \left[ D^{-1}_w + O(\gamma) + O(\|\theta\|^2) \right].
\]

If $w = n - 1$, we can determine $\psi_n$ from $\tau$ because
\[
\psi_n - \frac{1}{2} \psi_0^2 - \sum_{j=1}^{n-1} \psi_j.
\]

Let \( \sigma^2_{\psi_n} \) be the Cramér-Rao bound for estimators of \( \psi_n \). Then

\[
\sigma^2_{\psi_n} = \left( \frac{\partial \psi_n}{\partial \tau} \right)^* \mathbf{I}_P^{-1} \left( \frac{\partial \psi_n}{\partial \tau} \right).
\]

Thus we have

**Corollary 2.3.** If \( w=n-1 \), \( \sigma^2_{\psi_n} \geq \gamma^{-2} \left[ \mathbf{I}_n^* \mathbf{D}_w^{-1} \mathbf{D}_n^{-1} + o(\gamma) + o(\|\theta\|^2) \right] \).
IV Estimation of $\psi$ and $\psi_0$.

The random vector $X(Z)$ defined in (19) as $X_k(Z) = \sum_{i=1}^{w-k+1} Z_i Z_{i+k-1} - \sigma^2_{1,i+k-1}$ could be called the autocorrelation statistic of $Z = \sum X$. An important example is the case where $\sum = I$, the identity matrix. Then

$$Y_1(X) = (X_1^2 - 1) + \cdots + (X_w^2 - 1)$$
$$Y_2(X) = X_1 X_2 + \cdots + X_w X_w$$
$$\vdots$$
$$Y_n(X) = X_1 X_n + \cdots + X_{w-n+1} X_w .$$

In this section we will give asymptotically efficient estimators of $\psi$ and $\psi_0$. These estimators are functions of $Y(Z)$ and $Z^1 w$.

In order to demonstrate efficiency, we will need the mean and covariance matrix of the $n+1$-dimensional random vector $(Y(Z)', Z^1 w)$.

**Lemma 5.**

$$E_\theta \left( \begin{array}{c} Y(Z) \\ Z^1 w \end{array} \right) = \gamma \left( \begin{array}{c} D \psi \\ 1 w \sum^{-1}_w \psi_0 \end{array} \right)$$

**Proof.** For any $\varphi$

$$\int (zz' - \sum^{-1} n(z | \sum^{-1} \varphi, \sum^{-1}) dz$$

$$= (\sum^{-1} \varphi)(\sum^{-1} \varphi)'$$

$$= \sum^{-1} \varphi \varphi', \sum^{-1} .$$

Thus from (7)

$$E_\theta (ZZ' - \sum^{-1}) = \gamma \sum^{-1} [ \sum_{j=w+1}^{n-1} (S_j \theta)(S_j \theta)' ] \sum^{-1} .$$
The \((r,s)\) element of \(\gamma^{-1} E_\theta^-(ZZ' - \sum -1)\) is then,

\[
(36) \quad E_\theta^-(Z^r Z^s - \sigma^{rs}) = \sum_{j=1}^{n} \psi_j \sum_{\ell=1}^{w} (\sigma^{\ell} s, \ell + j - 1 + \sigma^{r}, \ell + j - 1, s) \psi_j .
\]

Thus from (19), (21b), and (36) it follows that \(E_\theta^Y_k(Z) = \gamma \sum_{j=1}^{n} d_{kj} \psi_j\) and therefore

\[(37) \quad E_\theta^Y(Z) = \gamma D \psi .\]

Now \(\int z n(z) \sum -1 \varphi, \sum -1)dz = \sum -1 \varphi\) for any \(\varphi\). Thus from (7)

\[
E_\theta Z = \gamma \sum_{j=1}^{n-1} \left( \sum_{j=1}^{n-1} S_j \theta \right)
= \gamma \left( \sum_{-w}^{1} l_w \right) \psi_o .
\]

Thus \(E_\theta Z' l_w = \gamma \left( \sum_{-w}^{1} l_w \right) \psi_o .\)

Lemma 6. Let \(C\) be the covariance matrix of \((Y(Z)', Z' l_w)\). Then

\[
C = \begin{pmatrix}
D & \gamma O(\psi_o) \\
\gamma O(\psi_o) & l_w \sum -1 l_w
\end{pmatrix} + \gamma O(\|\theta\|^2)
\]

Proof. \(E_\theta [Y(Z) - \gamma D \psi][Y(Z)' - \gamma \psi' D]
= E_\theta Y(Z) Y(Z)' - \gamma^2 D \psi \psi' D .\)

From (20) and (21a), we have

\[
E_\theta^Y(Z) Y(Z)' = E_\theta Y(Z) Y(Z)' + \gamma O(\|\theta\|^2)
= D + \gamma O(\|\theta\|^2) .
\]

From (36) it is easy to show that
where $H^*$ is a $w \times n$ matrix with elements

$$h^*_{ij} = \sum_{s=1}^{w} \sum_{k=1}^{w} \left( \sigma_{i,k} s, i + j - 1 + \sigma_{i,k} s, s, s, \right).$$

We then have the indicated variance term for $Z' l_w$.

$$E_{\theta}(Y(Z) - \gamma D \psi)[Z' l_w - \gamma (l_w \sum l_w \psi_o)]$$

$$= E_{\theta} Y(Z) (Z' l_w) - \gamma^2 (l_w \sum l_w \psi o) D \psi_o$$

$$= \gamma [E_{\theta} (Z' l_w)^2 Y(Z) \psi_o + O(\|\theta\|^2)]$$

from (20). We thus have the desired result.

In the beginning of Section II we introduced the concept of asymptotic efficiency. However, in this section we will use a somewhat weaker concept of efficiency. A sequence of estimators $\{T_m\}$ will be called efficient near zero if for every vector $a$

$$\lim_{\gamma, \theta \to 0} a^T l_w (\varphi) a = 1.$$

Let $\overline{Y(Z)} = \frac{1}{m} \sum_{k=1}^{m} Y(Z^{(k)})$ where $Z^{(k)} = \sum l_w (k)$. Then we have

**Theorem 3.** If $w \geq n$, $\overline{\psi} = \gamma^{-1} D^{-1} \overline{Y(Z)}$ is an unbiased estimator of $\psi$ but it is not asymptotically efficient near zero.

**Proof.** From the central limit theorem and Lemmas 5 and 6

$$\sqrt{n} [\overline{Y(Z)} - \gamma D \psi] \to N(0, K_\psi)$$
where $K_y = D + \gamma O(\|\theta\|^2)$ is the covariance of $y$. Hence

$$
L[\sqrt{m} (\gamma - \psi)] \rightarrow \mathcal{N}(0, K_{\psi}) \text{ as } m \to \infty,
$$

where

$$
K_{\psi} = \gamma^{-2}D^{-1}K_yD^{-1}
$$

$$
= \gamma^{-2}[D^{-1} + \gamma O(\|\theta\|^2)]
$$
is the asymptotic covariance matrix of $\tilde{\psi}$. From Corollary 1.2, for any vector $a$

$$
a' \sum_{\psi} a = \gamma^{-2}[a'D^{-1}a - \frac{(a'D^{-1}n)^2}{n'D^{-1}n}] + o(1) + o(\|\theta\|^2).
$$

Thus

$$
\frac{a' \sum_{\psi} a}{a' K_{\psi} a} = 1 - \frac{(a'D^{-1}n)^2}{(n'D^{-1}n)(a'D^{-1}a)} + o(1) + o(\|\theta\|^2)
$$

and therefore,

$$
\lim_{\gamma, \theta \to 0} \frac{a' \sum_{\psi} a}{a' K_{\psi} a} < 1.
$$

This lack of efficiency is surprising since $\tilde{\psi}$ is a linear function of the sample autocorrelation $Y(Z)$ and one could expect that it would be efficient in estimating the waveform autocorrelation $\psi$. However, if $w < n$, we do have this "naive" estimator efficient in the estimation of the first $w$ partial correlations $\psi_1, \ldots, \psi_w$. We have

**Theorem 4.** If $w < n$, then $\tilde{\psi}(w) = \gamma^{-1}D^{-1}_w Y(Z \mid w)$ is an asymptotically efficient estimator near zero, of $\psi(w)' = (\psi_1, \ldots, \psi_w)$ where

$$
Y(Z \mid w)' = (Y_1(Z), \ldots, Y_w(Z)).
$$
Proof. By applying the central limit theorem in a manner similar to that used in the proof of Theorem 3, we have from (21a) and Lemmas 5 and 6,

\[ \mathcal{L}(\sqrt{m} [\hat{\psi}(w) - \psi(w)]) \to \mathcal{N}(0, K_{\psi(w)}) \text{ as } m \to \infty, \]

where

\[ K_{\psi(w)} = \gamma^{-2}[D^{-1}_w + \gamma O(\|\varepsilon\|^2)] \]

is the asymptotic covariance matrix of \( \hat{\psi}(w) \). Comparing \( K_{\psi(w)} \) with the lower bound for \( \sum \psi(w) \) as given in Corollary 2.2, we have the desired result.

Let us digress and derive an efficient estimator of \( \psi_o \). This estimator will be part of the efficient estimator of \( \psi \) when \( w \geq n \).

**Theorem 5.** \( \hat{\psi}_o = \gamma^{-1}(l_w^{-1} \sum l_w^{-1} \bar{z}^t \bar{l}_w \bar{l}_w) \) is an asymptotically efficient estimator of \( \psi_o \) near zero.

**Proof.** From Lemmas 5 and 6 and the central limit theorem,

\[ \mathcal{L}(\sqrt{m} (\hat{\psi}_o - \psi_o)) \to \mathcal{N}(0, k_o) \text{ as } m \to \infty, \]

where

\[ k_o = \gamma^{-2}[(l_w^{-1} \sum l_w^{-1})^{-1} + \gamma O(\|\varepsilon\|^2)] \]

is the asymptotic variance of \( \hat{\psi}_o \). Comparing \( k_o \) with \( \sigma^2_{\psi_o} \) as given by Corollaries 1.1 and 2.1, we have the desired result.

By combining \( \overline{Y(Z)} \) and \( \hat{\psi}_o \) we can obtain an efficient estimator of \( \psi \) when \( w \geq n \).
Theorem 6. If \( w > n \), then

\[
\hat{\psi} = \gamma^{-1}(D^{-1} - \frac{D^{-1} n' D^{-1} n}{n' D^{-1} D^{-1} n}) Y(Z) + \frac{D^{-1} n}{n' D^{-1} D^{-1} n} \frac{1}{2} (\psi_0)^2
\]

is an asymptotically efficient estimator of \( \psi \) near zero.

Proof. Let \( T_m' = (\overline{Y(Z)} , \overline{Z' l_w}) \). From Lemmas 5 and 6 and the central limit theorem,

\[
\sqrt{m} \left( T_m' - \gamma \left( \frac{D \psi}{n' \sum l_w' l_w \psi_0} \right) \right) \rightarrow \mathcal{N}(0, C) \text{ as } m \rightarrow \infty.
\]

Now let \( \varphi' = (\varphi_1, \ldots, \varphi_{n+1}) \) and define a function \( g \) such that

\[
g(\varphi) = H \begin{pmatrix} \varphi_1 \\ \vdots \\ \varphi_n \\ \varphi_{n+1} \end{pmatrix} + h \varphi_{n+1}^2
\]

\[
H = \gamma^{-1} \left( D^{-1} - \frac{D^{-1} n' D^{-1} n}{n' D^{-1} D^{-1} n} \right),
\]

\[
h = \frac{D^{-1} n}{n' D^{-1} D^{-1} n} \frac{1}{2} \gamma^{-2} \left( l_w' \sum l_w' l_w \right)^{-2}.
\]

Thus

\[
g(T_m') = H \overline{Y(Z)} + h(\overline{Z' l_w})^2 = \hat{\psi}.
\]

We refer to the discussion of the delta method in Section II. We substitute
\[ g(\varphi^*) = \frac{1}{2} \gamma D \psi + h \gamma \frac{1}{\sum_{w} l_w} \psi_0^2 \]
\[ = \psi - \frac{D^{-1} n}{l_n} l'_n \psi + \frac{D^{-1} n}{l_n} \frac{1}{2} \psi_0^2 \]
\[ = \psi \]

since \( \frac{1}{2} \psi_0^2 = l'_n \psi \). Then

\[ L(\sqrt{m}(\hat{\psi} - \psi)) \to \mathcal{N}(0, K_{\psi}) \text{ as } m \to \infty \]

where the asymptotic covariance of \( \hat{\psi} \) is given by,

\[ K_{\psi} = \frac{\partial g}{\partial \psi} \bigg|_{0} \bigg[ \frac{\partial g}{\partial \varphi} \bigg] \]

\[ = \left[ H, 2h \gamma \left( l'_n \sum_{w} l_w \psi_0 \right) \right] C \left[ \begin{array}{c} H \\ 2h' \gamma \left( l'_n \sum_{w} l_w \psi_0 \right) \end{array} \right] \]

\[ = \gamma^{-2} \left[ D^{-1} - \frac{D^{-1} l_n l_n'}{l_n' D^{-1} l_n} + O(||\psi||^2) \right]. \]

Comparing \( K_{\psi} \) with \( \sum_\psi \) in Corollary 1.2, we see that \( \hat{\psi} \) is asymptotically efficient.

In the special case that \( w = n-1 \), using Corollary 2.3 we can prove as in the proof of Theorem 6,

**Theorem 7.** If \( w = n-1 \), then

\[ \hat{\psi}_n = \frac{1}{2} \left( \hat{\psi}_0^2 \right) - \gamma^{-1} D^{-1} \frac{1}{\gamma(Z|w)} \]

is an asymptotically efficient estimator of \( \psi_n \) near zero.
V. Examples.

In this section we shall give examples for some of the results in Sections III and IV for three cases: (A) white or uncorrelated noise, (B) white noise with \( n=w=2 \), and (C) Gaussian Markov noise with \( n=w \).

Example A. If the noise \( N(t) \) is white, the covariance matrix \( \Sigma \) is simply the \( w \times w \) identity matrix, \( I_w \), since we have made the normalization \( \sigma^2_{N(t)} = 1 \). Thus \( Z = X \) and

\[
Y(X)' = \left( \sum_{k=1}^{w} (X_k^2 - 1), \sum_{k=1}^{w-1} X_k X_{k+1}, \ldots, \sum_{k=1}^{w-n+1} X_k X_{k+n-1} \right).
\]

If \( w \geq n \),

\[
D = \mathbb{E}_\omega Y(X)Y(X)' = \begin{pmatrix}
2w & 0 \\
& \ddots \\
0 & & \ddots \\
& 0 & & \ddots \\
& & & \ddots \\
& & & & 0
\end{pmatrix}.
\]

If \( w < n \),

\[
D_w = \mathbb{E}_\omega Y(X|w)Y(X|w)' = \begin{pmatrix}
2w & 0 \\
& \ddots \\
0 & & \ddots \\
& 0 & & \ddots \\
& & & \ddots \\
& & & & 1
\end{pmatrix}.
\]

From Lemma 2 we have,

\[
I(\theta) = \gamma^2 J \left[ \frac{w}{\psi_0} \right] l_{1} l_{1}' + D + O(\gamma) + O(||\theta||^2) J',
\]

since \( l_{1}' \sum_{w} l_{1} l_{1}' = l_{1} l_{1}' = w \). Thus if we have \( w \geq n \), from Corollary 1.2,
\[ \sum_{\psi} = \gamma^{-2} \left[ \begin{pmatrix} \frac{1}{2^w} & 0 \\ \frac{1}{w-1} & \frac{1}{w-1} \\ \vdots & \vdots \\ 0 & \frac{1}{w-n+1} \end{pmatrix} \right] \]

\[ - \left[ \frac{1}{2^w} + \sum_{k=w-n+1}^{w-1} k^{-1} \right]^{-1} \left( \begin{pmatrix} \frac{1}{2^w} \\ \frac{1}{w-1} \\ \vdots \\ \frac{1}{w-n+1} \end{pmatrix} \right) \]

\[ \left( \frac{1}{2^w}, \frac{1}{w-1}, \ldots, \frac{1}{w-n+1} \right) \]

\[ + o(\gamma) + o(\|\theta\|^2) \]

Example 2. Let \( w=n=2 \)

\[ I(\theta) = \gamma^2 J_2 \left[ 2 \psi \begin{pmatrix} \frac{1}{2^w} \\ \frac{1}{w-1} \end{pmatrix} \begin{pmatrix} 1 & 1 \\ 1 & 0 \end{pmatrix} + \begin{pmatrix} 4 & 0 \\ 0 & 1 \end{pmatrix} \right] + o(\gamma) + o(\|\theta\|^2) J_2^t \]

where

\[ J_2 = \begin{pmatrix} \theta_1 & \theta_2 \\ \theta_2 & \theta_1 \end{pmatrix} \]

Thus

\[ \sum_{\psi} = \gamma^{-2} \left[ \begin{pmatrix} \frac{1}{4} & 0 \\ 0 & 1 \end{pmatrix} - \frac{4}{5} \begin{pmatrix} \frac{1}{16} & \frac{1}{4} \\ \frac{1}{4} & 1 \end{pmatrix} + o(\gamma) + o(\|\theta\|^2) \right] \]

\[ = \frac{1}{5\gamma^2} \left[ \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix} + o(\gamma) + o(\|\theta\|^2) \right] \]

\[ \hat{\psi}_o = \gamma^{-1} \left( \frac{1}{w} \sum_{-1}^{-1} (\bar{x}_1 \bar{x}_2) \right) = \frac{1}{2\gamma} (\bar{x}_1 + \bar{x}_2) \]

\[ \bar{x}_i = \frac{1}{m} \sum_{k=1}^{m} x_{i(k)}, \ i=1,2. \]
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\[
\hat{\psi} = \begin{pmatrix} \hat{\psi}_1 \\ \hat{\psi}_2 \end{pmatrix} \quad \text{where,}
\]

\[
\hat{\psi}_1 = \frac{1}{5\gamma} \left( \frac{x_1^2 - 1}{x_1^2} + \frac{x_2^2 - 1}{x_2^2} - x_1 x_2 \right) + \frac{1}{10} \hat{\psi}_0^2
\]

\[
\hat{\psi}_2 = \frac{1}{5\gamma} \left( x_1 x_2 - \frac{x_1^2 - 1}{x_1^2} - \frac{x_2^2 - 1}{x_2^2} \right) + \frac{2}{5} \hat{\psi}_0^2
\]

and

\[
\frac{x_i^2 - 1}{x_i^2} = \frac{1}{m} \sum_{k=1}^{m} (x_i^{(k)}^2 - 1) \quad \text{for } i=1,2
\]

\[
\frac{x_1 x_2}{x_1^2} = \frac{1}{m} \sum_{k=1}^{m} x_1^{(k)} x_2^{(k)}
\]

**Example C.** Let \( N(t) \) be Gaussian Markov noise with \( \mathbb{E} N(t+\tau)N(t) = \rho |\tau|, \quad 0 < \rho < 1. \)

Then

\[
\sum = \begin{pmatrix}
1 & \lambda & \lambda^2 & \lambda^3 & \ldots & \lambda^w \\
\lambda & 1 & \lambda & \lambda^2 & \ldots & \lambda^{w-1} \\
\lambda^2 & \lambda & 1 & \lambda & \ldots & \lambda^{w-2} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\lambda^w & \lambda^{w-1} & \lambda^{w-2} & \lambda^{w-3} & \ldots & 1
\end{pmatrix}
\]

where \( \lambda = \rho^T \) with \( T \) being the pulse width.

\[
(39) \quad \sum^{-1} = \frac{1}{1-\lambda^2} \begin{pmatrix}
1 & -\lambda \\
-\lambda & 1+\lambda^2 & -\lambda \\
-\lambda & 1+\lambda^2 & -\lambda & 0 \\
\vdots & \vdots & \ddots & \vdots & \ddots \\
0 & \ldots & \ldots & 1+\lambda^2 & -\lambda \\
-\lambda & \ldots & \ldots & \ldots & 1
\end{pmatrix}
\]
Let \( w = n > 3 \).

We have for \( D = (d_{ij}) \), from (21b)

\[
\begin{align*}
d_{i, i+3} &= 0 \quad \text{for } i = 1, \ldots, n-3 \\
d_{i, i+2} &= \begin{cases} 
(1-\lambda^2)^{-2}(n-i-1)\lambda^2 & \text{for } i = 2, \ldots, n-2 \\
(1-\lambda^2)^{-2}2(n-2)\lambda^2 & \text{for } i = 1 
\end{cases} \\
d_{i, i+1} &= \begin{cases} 
-(1-\lambda^2)^{-2}2\lambda[(n-1) + (n-1)\lambda^2] & \text{for } i = 2, \ldots, n-2, n-1 \\
-(1-\lambda^2)^{-2}4\lambda[(n-1) + (n-2)\lambda^2] & \text{for } i = 1 
\end{cases} \\
d_{ii} &= \begin{cases} 
(1-\lambda^2)^{-2}2[n+2(2n-3)\lambda^2 + (n-2)\lambda^4] & \text{for } i = 1 \\
(1-\lambda^2)^{-2}[(n-1) + (5n-9)\lambda^2 + (n-3)\lambda^4] & \text{for } i = 2 \\
(1-\lambda^2)^{-2}[(n-i+1) + 4(n-i)\lambda^2 + (n-i-1)\lambda^4] & \text{for } i = 3, \ldots, n-1 \\
(1-\lambda^2)^{-2} & \text{for } i = n 
\end{cases}
\end{align*}
\]
VI Estimation of $\theta$.

We have shown that $\hat{\psi}$ and $\hat{\psi}_o$ are asymptotically efficient estimators of $\psi' = (\psi_1, \ldots, \psi_n)$ and $\psi_o$ respectively. Unfortunately the problem of estimating $\theta' = (\theta_1, \ldots, \theta_n)$ is much more difficult. In this section we will discuss informally a method for estimating $\theta$, based upon the estimates $\hat{\psi}$ and $\hat{\psi}_o$. However, this method seems not very practical to implement.

Recall that $\psi$ is defined by the system of second order polynomials in the $\theta_i$'s as follows:

\begin{equation}
(1) \quad \psi_1 = \frac{1}{2} \sum_{i=1}^{n} \theta_1^2, \quad \psi_2 = \sum_{i=1}^{n-1} \theta_1 \theta_{i+1}, \ldots, \psi_n = \theta_1 \theta_n
\end{equation}

with $\psi_o = \sum_{i=1}^{n} \theta_i$. Remember that $\theta$ is in a region such that $J$, the Jacobian matrix of the transformation, does not vanish and thus $J^{-1}$ exists. However, given $\psi_o, \psi_1, \ldots, \psi_n$ there is not a unique solution to (1).

For simplicity suppose that $\psi_o$ and $\psi$ are known and $\theta^{(1)}, \theta^{(2)}, \ldots, \theta^{(r)}$ are the corresponding real solutions. Then, let

$$\beta^{(k)} = X_i \theta^{(k)}.$$

With each observation, depending on the position of the vector $\theta$ in the "window" $X$, each of the $r$ random variables $\beta^{(k)}$ are normally distributed. In fact $\beta^{(k)}$ has mean 0 with probability $1-(n+w-l)\gamma$, or $\mu_{kj} = (X_j \theta)' \theta^{(k)}$ with probability $\gamma$ for each $j=w+1, \ldots, n-1$. Moreover given any position, $\beta^{(k)}$ has variance $\theta^{(k)}' \sum \theta^{(k)}$ which
is a constant
\[ \sigma^2 = 2[\psi_1 \sigma_{11} + \psi_2 \sigma_{12} + \cdots + \psi_n \sigma_{1n}] \]
if \( \sum \) corresponds to stationary noise, i.e., if \( \sigma_{ij} = \sigma_{i+1,j+1} \).

The Cauchy-Schwarz Inequality informs us that \( \mu_{k,j} \) achieves a unique maximum \( 2\psi_1 \) when \( j = 0 \) and \( \theta^{(k)} = \theta \). Thus if we set a limit
\[ c = 2\psi_1 + \lambda \sigma, \]
the proportion of observations \( \beta^{(k)} \) exceeding \( c \) is
\[ p_k(\lambda) = \sum_j \left[ 1 - \Phi[\lambda + 2(\psi_1 + \mu_{k,j})] \right] \]
\[ + \left[ 1 - (n+1)\gamma \right] \Phi[\lambda + 2\psi_1] \]
where \( \Phi \) is the c.d.f. of a standard normal variable.

By making \( \lambda \) large enough, the largest \( p_k(\lambda) \) corresponds to the \( k \) for which \( \theta^{(k)} = \theta \). Let the selection procedure be to select that \( \theta^{(k)} \) for which the corresponding \( \beta^{(k)} \) exceeds \( c \) the most times in the \( m \) observations. This procedure produces \( \theta \) with probability approaching one providing (i) \( \lambda \) is sufficiently large depending on \( m, \gamma \), and \( \mu_{k,j} \); (ii) \( m \to \infty \) and is sufficiently large depending on \( \gamma \) and the \( \mu_{k,j} \).

However, we do not know \( \psi \) and \( \psi_o \), but we have the estimates \( \hat{\psi} \) and \( \hat{\psi}_o \). From Theorems 4 and 5, \( \hat{\psi} \to \psi \) and \( \hat{\psi}_o \to \psi_o \) in probability as \( m \to \infty \). Then in (1), for large \( m \), replace \( \psi \) by \( \hat{\psi} \) and also \( \psi_o \) by \( \hat{\psi}_o \), and obtain the real solutions \( \hat{\theta}^{(1)}, \ldots, \hat{\theta}^{(r)} \). As \( m \to \infty \) each \( \hat{\theta}^{(k)} \to \theta^{(k)} \) in probability. The above selection procedure will then select that \( \hat{\theta}^{(k)} \) such that \( \hat{\theta}^{(k)} \to \theta \) in probability as \( m \to \infty \).

As yet we have not given a method for determining the real solutions of (1). As a possible contribution toward finding and counting the
\( \theta^{(k)} \), we now present a lemma which describes the real \( \theta^* \) corresponding to \( (\Psi, \Psi) \).

**Lemma 7.** Given \( (\Psi, \Psi) \), a real solution \( \theta^* \) of the system of equations given by (1) with \( \Psi = \sum_{i=1}^{n} \theta^* \), has the form

\[
\theta^* = \frac{1}{n} A \varphi
\]

where \( \varphi \) is a (complex) vector whose first coordinate is \( \Psi \), and such that

\[
|\varphi_j| = \left| 2 \sum_{i=1}^{n} \psi_i \cos 2\pi \frac{(i-1)(j-1)}{n} \right|^{1/2}
\]

\[
\bar{\varphi}_{n-j+2} = \varphi_j \quad j=2,3,\ldots, n
\]

and with \( \rho = e^{2\pi i/n} \)

\[
A = \begin{pmatrix}
1 & 1 & 1 & \ldots & 1 \\
1 & \rho & \rho^2 & \ldots & \rho^{n-1} \\
1 & \rho^2 & \rho^4 & \ldots & \rho^{2(n-1)} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \rho^{n-1} & \rho^{2(n-1)} & \ldots & \rho^{(n-1)(n-1)}
\end{pmatrix}
\]

**Proof.** Applying (1) we have

\[
\left| \sum_{k=1}^{n} \theta_k e^{2\pi i (k-1)\omega} \right|^2 = 2 \sum_{k=1}^{n} \psi_k \cos 2\pi (k-1)\omega.
\]

Setting \( \omega = \frac{1-1}{n} \) in (41), with \( j=1,\ldots,n \) it follows that the absolute value of the \( j^{th} \) component of \( \varphi = A\theta^* \) is

\[
2 \left| \sum_{i=1}^{n} \psi_i \cos 2\pi \frac{(i-1)(j-1)}{n} \right|^{1/2}.
\]
Observe that \( \varphi_1 = \psi_0 \). Since the \( n \) th roots of unity add to zero, we have

\[
A^{-1} = \frac{1}{n} \overline{A}.
\]

Thus we have (40). Moreover since \( \theta^* \) must be real,

\[
\theta^* = \frac{1}{n} \overline{A} \varphi = \frac{1}{n} A \overline{\varphi}.
\]

This implies \( \varphi = \frac{1}{n} A^2 \overline{\varphi} \). We can check that the \( j \) th row of \( A^2 \) has zeros in all columns except for a one in the \((n-j+2)\)th column. Thus we have that \( \varphi_j \overline{\varphi} = \varphi_{n-j+2} \), \( j \geq 2 \).

For example if \( n=3 \),

\[
\begin{align*}
3\theta^*_1 &= \psi_0 + 2(2\psi_1 - \psi_2 - \psi_3)^{1/2} \cos 2\pi \omega \\
3\theta^*_2 &= \psi_0 + 2(2\psi_1 - \psi_2 - \psi_3)^{1/2} \cos 2\pi (\omega + \frac{1}{3}) \\
3\theta^*_3 &= \psi_0 + 2(2\psi_1 - \psi_2 - \psi_3)^{1/2} \cos 2\pi (\omega - \frac{1}{3})
\end{align*}
\]

where \( 0 \leq \omega < 1 \). Observe that \( 2\psi_1 - \psi_2 - \psi_3 \geq 0 \). However, we do not obtain a solution of (1) for all \( \omega \), only for a finite number of \( \omega \). By solving (1) for \( n=3 \) in a straight-forward manner, it turns out that there are four possible real solutions and thus there are four \( \omega \) (functions of \( \psi \)) which give \( \theta^*_1, \theta^*_2, \) and \( \theta^*_3 \) as real solutions.

We conjecture that there are \( 2^{n-1} \) possible real solutions to (1) such that \( \psi_0 = \sum_{k=1}^{n} \theta^*_k \).

Finally, we must admit that in the formulation of the statistical problem we have left out certain important aspects of the PPM communication system. The informed receiver \( B \) in the system has certain
a-priori information, in addition to $\theta$ and $\gamma$, at his disposal in order to detect the recurrences of the waveform, measure the intervals between recurrences, and decode the message which $A$ has sent out.

However, we feel that there are three basic ways in which this work is a contribution to the PFM detection problem. First, it gives a statistical formulation in terms of sampling, estimation, and detection of unknown parameters. Secondly, it shows that given the formulation, the basic parameter is the autocorrelation vector of the waveform vector and the basic statistic is the sample autocorrelation. Thirdly, using the tools of large-sample theory, it develops an asymptotically efficient estimator of the discrete autocorrelation. The estimator is fairly simple and it is hoped that it has good properties even if $\gamma$ is near one and the signal-to-noise ratio is not small.
BIBLIOGRAPHY


<table>
<thead>
<tr>
<th>Agency/Office</th>
<th>Contact Person</th>
<th>Address</th>
<th>City, State, Zip</th>
</tr>
</thead>
<tbody>
<tr>
<td>Armed Services Technical Information Agency</td>
<td>Commanding Officer</td>
<td>Engineering Research &amp; Development Labs.</td>
<td>Fort Belvoir, Virginia</td>
</tr>
<tr>
<td>Arlington Hall Station</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arlington, Virginia</td>
<td>Commanding Officer</td>
<td>Frankford Arsenal</td>
<td>Library Branch, O270, Bldg. 40</td>
</tr>
<tr>
<td>Office of Military Attaché</td>
<td></td>
<td></td>
<td>Philadelphia, Pennsylvania</td>
</tr>
<tr>
<td>Australian Embassy</td>
<td>Commanding Officer</td>
<td>Rock Island Arsenal</td>
<td>1000 Geary Street</td>
</tr>
<tr>
<td>2001 Connecticut Ave., N.W.</td>
<td>Commanding General</td>
<td>Redstone Arsenal (ORDDW-QC)</td>
<td>Huntsville, Alabama</td>
</tr>
<tr>
<td>Box 4537</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bureau of Supplies and Accounts</td>
<td>Commanding General</td>
<td>White Sands Proving Ground</td>
<td>New Mexico</td>
</tr>
<tr>
<td>Code OW</td>
<td>Commanding General</td>
<td>Las Cruces, New Mexico</td>
<td></td>
</tr>
<tr>
<td>Department of the Navy</td>
<td>Commanding General</td>
<td>Fort Monroe, New Jersey</td>
<td>Commanding General</td>
</tr>
<tr>
<td>Washington, D.C.</td>
<td>Commanding General</td>
<td>Attn: Technical Documents Center</td>
<td>Signal Corps Engineering Laboratory</td>
</tr>
<tr>
<td>Office of Naval Research Branch Office</td>
<td>Commanding General</td>
<td>U.S. Army Electronic Proving Ground</td>
<td>Fort Huachuca, Arizona</td>
</tr>
<tr>
<td>Navy No. 300, Fleet P.O.</td>
<td>Commanding General</td>
<td>Attn: Technical Library</td>
<td></td>
</tr>
<tr>
<td>Commanding Officer</td>
<td>Commanding General</td>
<td>U.S. Army Research Branch</td>
<td>Commanding General</td>
</tr>
<tr>
<td>Office of Naval Research Branch Office</td>
<td>Commanding General</td>
<td>U.S. Army Electronic Proving Ground</td>
<td>Fort Huachuca, Arizona</td>
</tr>
<tr>
<td>1000 Geary Street</td>
<td>Commanding General</td>
<td>Attn: Technical Library</td>
<td></td>
</tr>
<tr>
<td>San Francisco, CA</td>
<td>Commanding General</td>
<td>Wright Air Development Center</td>
<td>Attn: ARL Tech. Library, WCRR</td>
</tr>
<tr>
<td></td>
<td>Commanding General</td>
<td>Wright-Patterson Air Force Base, Ohio</td>
<td></td>
</tr>
<tr>
<td>Commanding Officer</td>
<td>Commanding General</td>
<td>Western Development Division, WDSIT</td>
<td>Attn: ARL Tech. Library, WCRR</td>
</tr>
<tr>
<td>Office of Naval Research Branch Office</td>
<td>Commanding General</td>
<td>P.O. Box 262</td>
<td>Inglewood, California</td>
</tr>
<tr>
<td>10th Floor, The John Cerrar Library Bldg.</td>
<td>Commanding General</td>
<td>Chief, Research Division</td>
<td>Attn: Reference Branch</td>
</tr>
<tr>
<td>86 East Randolph Street</td>
<td>Commanding Officer</td>
<td>Office of Research &amp; Development</td>
<td>Oak Ridge, Tennessee</td>
</tr>
<tr>
<td>Chicago, IL 60601</td>
<td>Commanding Officer</td>
<td>Chief of Staff</td>
<td></td>
</tr>
<tr>
<td>Commanding Officer</td>
<td>Commanding Officer</td>
<td>Ballistic Research Laboratory</td>
<td>Aberdeen Proving Ground, Maryland</td>
</tr>
<tr>
<td>Office of Naval Research Branch Office</td>
<td>Commanding Officer</td>
<td>Attn: W.A. Labs</td>
<td>Director</td>
</tr>
<tr>
<td>346 Broadway</td>
<td>Commanding Officer</td>
<td>Watertown Arsenal</td>
<td>National Security Agency</td>
</tr>
<tr>
<td>New York, N.Y.</td>
<td>Commanding Officer</td>
<td>Watertown Arsenal</td>
<td>Fort George G. Meade, Maryland</td>
</tr>
<tr>
<td>Commanding Officer</td>
<td>Commanding Officer</td>
<td>Watertown, Massachusetts</td>
<td>Director</td>
</tr>
<tr>
<td>Watertown Arsenal</td>
<td>Commanding Officer</td>
<td>Watertown, Massachusetts</td>
<td>Operations Analysis Div., AFOOP</td>
</tr>
<tr>
<td>Commanding Officer</td>
<td>Commanding Officer</td>
<td>Springfield Armory</td>
<td>Attn: U.S. Air Force</td>
</tr>
<tr>
<td>Signal Corps Electronic Research Unit, EED</td>
<td>Commanding Officer</td>
<td>Springfield, Massachusetts</td>
<td>Washington 25, D.C.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Commanding Officer</td>
<td>Sniper, Ice &amp; Permafrost Research Establishment</td>
</tr>
<tr>
<td></td>
<td>Commanding Officer</td>
<td>Signal Corps Electronic Research Unit, EED</td>
<td>Corps of Engineers</td>
</tr>
<tr>
<td></td>
<td>9560 Technical Service Unit</td>
<td></td>
<td>1225 Washington Avenue</td>
</tr>
<tr>
<td></td>
<td>P.O. Box 205</td>
<td></td>
<td>Wilmette, Illinois</td>
</tr>
<tr>
<td></td>
<td>Mountain View, California</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Commanding Officer</td>
<td>Lincoln Laboratory</td>
<td>Attn: Reference Branch</td>
</tr>
<tr>
<td></td>
<td>9550 Technical Service Unit</td>
<td></td>
<td>P.O. Box 62</td>
</tr>
<tr>
<td></td>
<td>Army Liaison Group, Project Michigan</td>
<td></td>
<td>Oak Ridge, Tennessee</td>
</tr>
<tr>
<td></td>
<td>Willow Run Research Center</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ypsilanti, Michigan</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Commanding Officer</td>
<td>Department of Mathematics</td>
<td>Attn: Secretary of Defense</td>
</tr>
<tr>
<td></td>
<td>U.S. Navy Ordnance Laboratory</td>
<td></td>
<td>Room 28870, The Pentagon</td>
</tr>
<tr>
<td></td>
<td>Attn: Clayton Graves</td>
<td></td>
<td>Washington 25, D.C.</td>
</tr>
<tr>
<td></td>
<td>Corona, California</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Institute for Defense Analyses</td>
<td></td>
<td>Communications Research Division</td>
</tr>
<tr>
<td></td>
<td>Attn: Defense Analyses</td>
<td></td>
<td>von Neumann Hall</td>
</tr>
<tr>
<td></td>
<td>Washington, D.C.</td>
<td></td>
<td>Princeton, New Jersey</td>
</tr>
<tr>
<td></td>
<td>Mr. Irving B. Altman</td>
<td></td>
<td>Officer, Assistant Secretary of Defense</td>
</tr>
<tr>
<td></td>
<td>Inspection &amp; QC Division</td>
<td></td>
<td>Room 28870, The Pentagon</td>
</tr>
<tr>
<td></td>
<td>Office, Attn: Secretary of Defense</td>
<td></td>
<td>Washington 25, D.C.</td>
</tr>
<tr>
<td></td>
<td>Room 28870, The Pentagon</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Professor T.W. Anderson</td>
<td></td>
<td>Attn: Secretary of Defense</td>
</tr>
<tr>
<td></td>
<td>Department of Statistics</td>
<td></td>
<td>Room 28870, The Pentagon</td>
</tr>
<tr>
<td></td>
<td>Columbia University</td>
<td></td>
<td>Washington 25, D.C.</td>
</tr>
<tr>
<td></td>
<td>New York 27, New York</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Professor Robert Bechhofer</td>
<td></td>
<td>Attn: Secretary of Defense</td>
</tr>
<tr>
<td></td>
<td>Dept. of Industrial and Engineering Administration</td>
<td></td>
<td>Room 28870, The Pentagon</td>
</tr>
<tr>
<td></td>
<td>Stibbe School of Mechanical Engineering Cornell University</td>
<td></td>
<td>Washington 25, D.C.</td>
</tr>
<tr>
<td></td>
<td>Ithaca, New York</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

March 1963
Professor Fred C. Andrews
Department of Mathematics
University of Oregon
Eugene, Oregon

Professor Z. W. Blochbaum
Department of Mathematics
University of Washington
Seattle 5, Washington

Dr. David Blackwell
Department of Mathematical Sciences
University of California
Berkeley 4, California

Professor Julius Blum
Department of Mathematics
University of New Mexico
Albuquerque, New Mexico

Professor Ralph A. Bradley
Department of Statistics
Florida State University
Tallahassee, Florida

Dr. John W. Cell
Department of Mathematics
North Carolina State College
Raleigh, North Carolina

Professor William G. Cochran
Department of Statistics
Harvard University
2 Divinity Avenue, Room 311
Cambridge 38, Massachusetts

Professor Arthur S. Mattens
Department of Meteorology
University of Illinois

Professor C. M. J. Roche
Department of Mathematics
University of Michigan

Dr. Walter L. Deemer, Jr.
Operations Analysis Div., DCE/O
U.S. Air Force
Washington 25, D. C.

Professor G. E. Derman
Dept. of Industrial Engineering
Columbia University
New York 27, New York

Dr. Donald G. Gaver
Westinghouse Research Labs.
Bethlehem, Pennsylvania

Mr. Lewis A. Leake
Head, Operations Research Group
U.S. Navy

Dr. Ivan Hershner
Office, Chief of Research & Dev.
U.S. Army, Research Division
Washington 25, D. C.

Professor W. Hirsch
Institute of Mathematical Sciences
New York University
New York 3, New York

Mr. Eugene Hixson
Code 600.5
ESDA, NASA
Greenbelt, Maryland

Professor Harold Hotelling
Department of Statistics
University of North Carolina
Chapel Hill, North Carolina

Professor Solomon Kullback
Department of Statistics
George Washington University
Washington 7, D. C.

Professor W. H. Kruskal
Department of Statistics
The University of Chicago
Chicago, Illinois

Professor Eugene Lukacs
Department of Mathematics
Catholic University
Washington 15, D. C.

Dr. Craig Maguire
2954 Winchester Way
Rancho Cordova, California

Dr. Clifford Maloney
Biomathematics Division
Chemical Corps, U.S. Army
Biological Laboratories
Fort Detrick, Maryland

Professor G. W. McElrath
Department of Mechanical Engineering
University of Minnesota
Minneapolis 24, Minnesota

Dr. Knut T. Millsaps
Executive Director
Air Force Office of Scientific Research
Washington 25, D. C.

D. E. Newham
San Bernardino Air Materiel Area
USAF, Norton Air Force Base, California

Dr. William R. Pilber
Bureau of Weapons
Room 0306, Main Navy
Department of the Navy
Washington 25, D. C.

Mr. Edward Paulson
72-70 41 Ave.
Woodside, New York

H. Walter Price, Chief
Reliability Branch, 750
Diamond Ordnance Fuze Laboratory
Room 105, Building 83
Washington 25, D. C.

Professor Ronald Pyke
Mathematics Department
University of Washington
Seattle 5, Washington

Dr. Paul Ryder
Wright Air Development Center, WCRM
Wright-Patterson A.F.B., Ohio

Professor Herbert Robbins
Dept. of Mathematical Statistics
Columbia University
New York 27, New York

Professor Judaith Rosenblatt
Department of Mathematics
University of New Mexico
Albuquerque, New Mexico

Professor Murray Rosenblatt
Department of Mathematics
Brown University
Providence 12, Rhode Island

Professor Herman Rubin
Department of Mathematics
Michigan State University
East Lansing, Michigan

Professor J. S. Rustagi
College of Medicine
University of Cincinnati
Cincinnati, Ohio

Professor L. P. Savage
School of Business Administration
University of Minnesota
Minneapolis, Minnesota

Mr. Marvin Landor
2201 Cedar Street
Berkeley 9, California

Professor L. J. Savage
Mathematics Department
University of Michigan
Ann Arbor, Michigan

Professor W. E. Smith
Statistics Department
University of North Carolina
Chapel Hill, North Carolina

Dr. Milton Sobel
Division 511
Sandia Corp., Sandia Base
Albuquerque, New Mexico

Professor Donald Truax
Department of Mathematics
University of Oregon
Eugene, Oregon

Professor John W. Tukey
Department of Mathematics
Princeton University
Princeton, New Jersey

Professor G. S. Watson
Department of Mathematics
University of Toronto
Toronto 5, Ontario, Canada

Dr. Harry Weingarten
U.S. Arms Control and Disarmament Agency

State Department Bldg.,
21st Street and Virginia Ave., N.W.
Washington 25, D. C.

Dr. F. J. Weyl, Director
Mathematical Sciences Division
Office of Naval Research
Washington 25, D. C.

Dr. John Wilkes
Office of Naval Research, Code 200
Washington 25, D. C.

Professor S. S. Wilks
Department of Mathematics
Princeton University
Princeton, New Jersey

Mr. Sit Williams
Standards Branch, Proc., Div.
Office, DCS for Logistics
Department of the Army
Washington 25, D. C.

Professor Jacob Wolfowitz
Department of Mathematics
Cornell University
Ithaca, New York

Mr. William W. Wolman
Code MER, Hill, 7-2 Room C301
700 Jackson Place, N. W.
Washington 25, D. C.

Marvin Zelen
Mathematics Research Center
University of Wisconsin
Madison, Wisconsin

Additional copies for project leader and assistants and reserve for future requirements 500

Contract No. 225(52)
March, 1963

(171)
Mr. Fred Frishman  
Department of the Army  
Office, Chief of Research and Development  
Room 3D442, Pentagon  
Washington, D.C.  

Mrs. Dorothy M. Gilford  
Logistics and Mathematical Statistics Branch  
Office of Naval Research  
Washington 25, D.C.  

Dr. Robert Lundegard  
Logistics and Mathematical Statistics Branch  
Office of Naval Research  
Washington 25, D.C.  

Mr. R. H. Noyes  
Inst. for Exploratory Research  
USASRD1  
Fort Monmouth, New Jersey  

Lt. Col. John W. Querry, Chief  
Applied Mathematics Division  
Air Force Office of Scientific Research  
Washington 25, D.C.  

Major Oliver A. Shaw, Jr.  
Mathematics Division  
Air Force Office of Scientific Research  
Washington 25, D.C.  

Mr. Carl L. Schaniel  
Code 122  
U.S. Naval Ordnance Test Station  
China Lake, California  

Mr. J. Weinstein  
Institute for Exploratory Research  
USASRD1  
Fort Monmouth, New Jersey